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This is the report of a DOE-sponsored workshop organized to discuss the status of our understanding of
charge-transfer processes on the nanoscale and to identify research and other needs for progress in nanoscience
and nanotechnology. The current status of basic electron-transfer research, both theoretical and experimental,
is addressed, with emphasis on the distance-dependent measurements, and we have attempted to integrate
terminology and notation of solution electron-transfer kinetics with that of conductance analysis. The interface
between molecules or nanoparticles and bulk metals is examined, and new research tools that advance
description and understanding of the interface are presented. The present state-of-the-art in molecular electronics
efforts is summarized along with future research needs. Finally, novel strategies that exploit nanoscale
architectures are presented for enhancing the efficiences of energy conversion based on photochemistry,
catalysis, and electrocatalysis principles.

1. Introduction

Molecular and bulk level charge-transfer processes are now
fairly well understood,1-4 while characterization of processes
on the nanoscale (1 to 100 nm) is at its beginning.5-7 Recent

interest in the area has been driven by the exploration of the
use of molecular units as elements of computer circuits,
“moletronics”.8,9 Nanoscale charge transfer is important to both
the frontier of fundamental science and to applications in
molecular electronics including problems as diverse as sensors,
photonics, electrocatalysis, and solar photoconversion. Progress
in the area of nanoscale charge transfer requires interdisciplinary
collaboration, combining a wide range of materials synthesis
and characterization, a challenging range of experimental
techniques to probe charge-transfer processes, as well as theory
for their interpretation. Current interest ranges from the utiliza-
tion of single or small groups of (usually organic) molecules
as components in electronic devices to the exploitation of
semiconductor and metal nanoparticles because of their high
surface areas and other size-dependent properties. The nature
of the attachment of such components to bulk metal and
semiconductor surfaces and the control of their properties are
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overarching concerns. The experimental measurements used to
characterize nanoscale charge-transfer properties include rate
constants, spectroscopy, and conductance/resistance measure-
ments, depending on the nature of the system studied.

From the multidisciplinary nature of the research, difficulties
naturally arise with language, terminology, and even conceptual
approaches. The range of materials requires a very broad
knowledge of their properties and leads to questions about how
to connect one material to another and about what the nature
of the contact between the materials is. The partial comple-
mentary nature of different types of physical measurements,
specifically rate constant and conductance, raises the challenge
of providing models that relate one quantity to another.

The donor-bridge-acceptor classification developed by
Ratner5 provides a unifying framework for discussion of a broad
range of nanoscale charge-transfer processes. Here it has been
modified to explicitly incorporate nanospecies, and the distinc-
tion between “bridge” and “wire” is neglected. A bridge may
function as a spacer or a wire and may comprise a molecule or
a nanoparticle. (Here the term “molecular wire” will be used
only in a specific sense. The ideal wire is a metallic nanoscale
conductor, one with an electronic transmission of unity and a
Landauer resistance ofh/2e2; only molecular interconnects that
approach this transmission will be labeled “wires” here.)

Within this framework the electron transfer is viewed as
proceeding from a donor (D) to an acceptor (A) via a bridge or
a wire. The donor and/or acceptor may be a molecule or an
electrode.

A metal or semiconductor nanoparticle (NP) may also serve
as donor/acceptor or bridge, for example, NP-bridge-molecule,10

shown as 4 in Table 1. The detailed behavior of the nanoparticle
systems involves the role of the finite size of the nanoparticle
in determining its filled and unfilled energy levels. The
nanoparticle may be a semiconductor or a metal, and there are,
of course, significant differences between them in the theoretical
treatment, as well as some similarities. Furthermore, increasingly
systems of interest involve the tip of a scanning tunneling
microscope (STM) as one electrode. Thus entry 6 in Table 1
includes an STM tip in place of a bulk electrode.11,12The STM
tip-bridge-bulk electrode has been studied, usually with
nonbonded interactions between tip and molecule and non-
bonded interactions between molecule and bulk electrode.13,14

The STM tip-bridge-nanoparticle combination has also been
studied recently,15,16typically with a bonded interaction between
the nanoparticle and bridge, although a Coulombic bonding is
also possible. Its description again entails the specific properties
of the nanoparticle. The nanoparticle-electrode combination
has been studied both with metal10 and with semiconductor17

nanoparticles. The nanoparticle-insulator situation includes
studies where the nanoparticle is excited by light, and then the
phenomenon of blinking can be observed.18 In a number of these
studies the charge-transfer process is accompanied by a charging
process and double-layer effects.19 A task for a combined effort
in experiment and theory is to define what these many systems
have in common and what problems are very specific to each.

The remainder of this paper is organized into four sections.
In section 2, the current status of basic electron-transfer research,
both theoretical and experimental, are addressed, with emphasis
on the distance-dependent measurements. We have attempted
to integrate terminology and notation of solution electron-
transfer kinetics with that of conductance analysis. In section
3, the interface between molecules or nanoparticles and bulk
metals is examined and new research tools that advance
description and understanding of the interface are presented. In
section 4, the present status of molecular electronics efforts is
summarized and research needs are discussed. In the last section,
section 5, examples of nanoscale architectures for energy
conversion based on photochemistry, catalysis, and electroca-
talysis are considered.

2. Electron Transport Theory and Experiment

In the past half century there have been extraordinary
advances in our understanding of electron-transfer processes and
in the theory and tools we bring to bear on this important
process. Electron-transfer studies, begun with spectroscopic
observations and experimental and theoretical studies of bimo-
lecular reactions in solution, attained a high level of understand-
ing of homogeneous solution processes, culminating with
supermolecular species of known three-dimensional structure,
which enabled a detailed examination of electronic pathways.20-22

Bridging groups in these supermolecules in which the rigidity
of the bridge was a crucial element, included fused alkanes,
polypeptides, aromatic hydrocarbons, and proteins. Knowledge
of electron transfer between adsorbed molecules and a metal
electrode was immensely advanced by introducing redox
molecules into self-assembled monolayers (SAMs).23 With a
SAM, the three-dimensional structure itself imposes a three-
dimensional order on the charge-transfer bridge so that even
bridges containing normally “floppy” alkane chains can be
studied at fixed donor-acceptor distance. Both the homogeneous
and metal-adsorbate studies use kinetics, and very ingenious
techniques have been devised to study charge-transfer rates in
these systems. Very recently, it has become possible to
determine the conductance of a bridge as a single molecule by
measuring the current in a metal-bridge-metal assembly (in
break junctions,24 between mercury drops,25 or other as-
semblies26,27). The methodology that makes the strongest contact
with the solution studies uses an STM or conducting AFM tip28

to probe the current through a SAM such as those described
above. Current is determined as a function of tip position and
potential bias. While nuclear factors introduce an activation
barrier to charge-transport kinetics, the conductance can be
expected to be dominated by electronic overlaps. What is our
current level of understanding of charge transport though
molecules in solution, on electrodes, and between two electrodes
and what are the barriers to further progress in these areas?
These questions are addressed in this section.

To interpret and exploit the explosion of experimental data
for charge transport on the nanoscale, based on chemical
kinetics, conductance, and associated spectroscopic techniques,
it is essential to have a unified theoretical framework which
spans the broad range of structural, energetic, and dynamical

TABLE 1: Donor -Bridge-Acceptor Systems5,6

donor acceptor measurement

1 moleculea moleculea kinetics
2 molecule electrode kinetics SMSb

3 electrode electrode resistance
4 nanoparticle molecule kinetics
5 nanoparticle electrode kinetics SMSa

6 SPM tipc electrode current

a “Molecule” can include complex enzyme system.b Single molecule
spectroscopy; see section 3.2.c Scanning probe microscopy.
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regimes underlying transport behavior, identifying the key
controlling factors, and facilitating the efficient prediction
guiding design of new systems and processes. In addition to
basic intellectual understanding, the theory should be capable
of yielding models of quantitative validity. The theory is also
important in formulating and analyzing detailed numerical
simulations, ideally at the molecular level.

A particular dynamical issue of central importance in charge
transport is the role of tunneling of carriers between contacts
and extended molecular spacers. A number of specialized,
formal models for such tunneling are available in the chemistry
and physics literature,7,8,29-33 but their applicability to realistic
situations of chemical complexity requires specification of
crucial energy (gaps) and electronic (transfer integrals) param-
eters. Such information is increasingly available from computer-
intensive electronic structure calculations, although this can still
be a daunting task in situations of extended nanostructures.

Time-dependent quantum mechanics yields generic expres-
sions for rate constants or conductance, but the physical basis
of the ingredients in these expressions may be fundamentally
different in different transport regimes (e.g., vibronic Franck-
Condon control in the case of polar media, in contrast to the
analogous situation pertaining to electronic continua in the case
of metal or other electrodes).29,30Within the Born-Oppenheimer
framework and associated Franck-Condon control common to
the chemical kinetics approach to activated charge transport,
carrier “tunneling” is addressed only indirectly, with no explicit
reference to a “barrier” for the electron (or hole) to penetrate.
On the other hand, many physical models are based explicitly
on such barriers (defined with respect to an electronic coordi-
nate).33 In the latter “barrier” models, for example, the influence
of applied potential bias on tunneling between metallic elec-
trodes is relatively straightforward, whereas for the former case
(e.g., Franck-Condon controlled charge transfer), the influence
of such a bias is more indirect. A thermally activated electron-
transfer process requires a fluctuation to bring the donor and
acceptor sites into “resonance” (the transition state corresponding
to the crossing of (vibronic) diabatic energy surfaces), irrespec-
tive of the overall driving force of the process. When the
vibronic bath associated with Franck-Condon control is
replaced by the electronic manifolds of the metal electrode in
conductive junctions, off-resonance tunneling can occur within
the band of energies lying between the Fermi energies of the
two electrodes, which may be offset by some bias potential.7,30,34

New research effort is important in bridging such distinct
methodological approaches for tunneling, and a common
language is needed for capturing the essential features as they
vary with the nature of the conductive junction.

2.1. Homogeneous Solution.Solution electron-transfer reac-
tions can generally be regarded as occurring via assembly 1
(Table 1), a molecule-space/bridge-molecule assembly. For
bimolecular reactions, one considers the first-order rate constant
for electron transfer within the D-B-A assembly (“precursor
complex”).35 In the case of an outer-sphere reaction the so-
called bridging material is simply the material between the redox
centersssolvent molecules and, in the case of metal complexes,
ligands surrounding the metal centers. Electron transfer between
donor and acceptor sites connected by a molecular bridge is
now fairly well understood.36-38 A detailed comparison of
experimental and theoretical results for various donor-bridge-
acceptor systems has been given.38 In that work independent
experimental data provided the donor-LUMO or donor-HOMO
gap. A similar quantity is needed for any other bridge-assisted
electron and hole transfers. The rates decrease with increasing

separation of the donor and acceptor and can generally be
interpreted in terms of a first-order rate constantket

that is a function of a combination of electronic and nuclear
factors:38

Here HDA is the electronic coupling between the donor and
acceptor sites,λ is the nuclear reorganization parameter,h is
Planck’s constant,kB is the Boltzmann constant, and∆G° is
the standard free-energy change for the electron transfer.
(Symbols and conversion units are summarized in Appendix
A.) For molecular species these parameters may be indepen-
dently evaluated through spectroscopic studies of charge-transfer
band intensities and energies (HDA, λ), structural and vibrational
frequency differences (λ), and electrochemical or other ther-
modynamic measurements (∆G°).

2.1.1. Distance Dependence.The nature, magnitude, and
energetics of the electronic interaction of the separated donor-
acceptor sites has a major role in determining whether the
electron-transfer (a) proceeds by a coherent tunneling process
(superexchange,39 with an exponential dependence on the
separation distance), in which the electron or hole never resides
on the bridge, or (b) involves thermally activated (or nonacti-
vated) reduction or oxidation of the bridge.40 Superexchange,
which is the quantum tunneling through molecular orbitals with
energies removed from that of the tunneling charge, is mediated
by (virtual) states D+B-A or DB+A- (for electron and hole
transfer, respectively), and these states are not populated in a
superexchange mechanism. The exponential dependence of the
superexchange rate constantktunn on separation distancedDA is
commonly expressed as

where it is assumed thatket has been corrected for the distance
dependence of the nuclear factor.41 Alternatively, the distance
dependence may be expressed in terms ofN, the number of
repeated molecular units. Then the rate constant is

In a superexchange model39

whereHBB is the internal coupling energy between the bridge
units,a is the bridge-unit length, and∆EDB is the energy of the
mediating state (D+B-A or DB+A-) above the ground state
(assumed large relative toHBB). For efficient long-range transfer,
â should be small, which is favored by decreasingEDB.

In the second mechanism the electron (or hole) actually
resides on the bridge and may be delocalized over the entire
bridge or diffuse by hopping between bridge sites. This is the
so-called “chemical” mechanism. The states D+B-A or DB+A-

are real rather than virtual. When diffusive hopping between
bridge sites becomes rate limiting, the distance dependence of
the electron transfer is Ohmic5 (inversely proportional to the
D-A separation).

-d{D}/dt ) ket{D}

ket )
2πHDA

2

h [ π
λkBT]1/2

exp[-
(λ + ∆G°)2

4λkBT ] (2.1)

ket ) ktunn ) k0 exp(- âdDA) (2.2)

ktunn ) k0 exp(-âNN) (2.3)

â ) -(2/a)ln(HBB/∆EDB) (2.4)

ket ) khop ∝ 1/N (2.5)

6670 J. Phys. Chem. B, Vol. 107, No. 28, 2003 Adams et al.



When ∆EDB is positive, the rate depends on this energy gap.

In general, tunneling and hopping pathways operate in parallel.

When both contribute significantly to the rate, a region of
distance independence of the rate may occur. The temperature
dependences of the two pathways can be used to clarify the
relative importance of each.

It is also possible for “resonant tunneling” to take place when
the gap is zero, and little, if any, falloff with distance (wire
length) is expected.6 Variable range hopping is also possible.42,43

2.1.2. Experimental Results.The distance dependences of
charge-transfer rates in a range of molecules in homogeneous
solution have now been elucidated, spanning a range fromâ
∼0.2 Å-1 for unsaturated hydrocarbon bridges44,45to ∼1.0 Å-1

for saturated hydrocarbon bridges.46,47 Theseâ values can be
attributed to the electronic matrix elements only if the distance
dependence of the activation energy toâ is small or if the
correction for its distance dependence has been included.41,48

In cases where the∆EDB is small (<1 eV), as for hole transfer
in DNA duplexes, the contribution of the distance-dependent
solvent reorganization energy (λo) to â may apparently arise
not only through the activation energy but also from the
influence ofλ on ∆EDB,4,49since the relevant∆EDB for thermal
electron transfer pertains to the transition state. Thus the analysis
of â values inferred for DNA systems, which cover a very broad
range (values between 0.150 to 1.551 Å-1 have been reported),
still remains an open question to some extent, with much current
attention focused on following the transition from superexchange
coupling to the hopping regime.52 Recent work by Lewis et al.53

(kinetics) and Giese et al.54 (yields) has yieldedâ ∼ 0.6-0.8
Å-1 for hole transfer between guanine (G) donor and acceptor
sites in DNA duplexes, consistent with superexchange tunneling.
Recent studies of photoinitiated electron transfer through oligo
phenylene vinylene bridges of variable length revealed a
dramatic switch from exponentially decaying superexchange
tunneling to sequential hopping as∆EDB becomes very small
(<0.1 eV).55 A series of X+-(9-amino-6-chloro-2-methoxy-
acridine) X+)-modified DNA duplexes with donor-acceptor
distances varying from 4 to 11 Å was characterized with
femtosecond to nanosecond spectroscopic techniques used to
measure forward and back charge-shift rate constants as a
function of temperature. Increasing the separation between the
acridine derivative and the guanine produced a significant
increase in activation energy,56 andλ, due to a dominant solvent
contribution, was estimated to increase from 0.6 eV for 0.34
nm separation to 1.6 eV at 1.02 nm separation. This recent work
thus reinforces the importance of considering the distance
dependence of both nuclear and electronic factors.

2.2. Adsorbate-Metal Electrode. The rate constant for
nonadiabatic interfacial electron transfer from a metal electrode
to a bound redox group is:4,23,57-60

where FM(EF) is the effective density of electronic states
near the Fermi level (EF) of the electrode (assumed independent
of energy; 0.3 per eV for Au58), Eapp is the applied potential
andE° is the reduction potential of the redox species,ε is the
energy of a particular electrode level relative to the Fermi
level (EF ) -Eappe), e is the elementary charge, andf(ε) is the
Fermi-Dirac distribution of occupied states in the metal.

The productFM(HDA)2 is given as|V(ε)|2, an average overk
states which is defined in eq 5 of ref 59. Equation 2.8 is
analogous to eq 2.1. Both express the nonadiabatic, electron-
transfer rate constant in terms of the reorganization barrier, the
driving force (here (Eapp - E0)e), and the electronic factor.

Provided that the electronic coupling elementHDA is inde-
pendent of energy, the standard electron-transfer rate constant
under equilibrium conditions (Eapp ) E°) is61

wherekhom
0 is given by eq 2.1 when∆G° ) 0 andγM is a factor

associated with the electronic density of states as will be
exploited further in section 2.3.

2.2.1. Self-Assembled Monolayers.Electrochemical measure-
ments on self-assembled monolayers “doped” with redox-active
species such as ferrocene (see Figure 2.2) have contributed
powerfully to knowledge of nm-scale tunneling processes. The

Figure 2.1. Guanine (G)-to-guanine hole hopping along DNA.

ket ∝ 1/N exp(- ∆EDB/RT) (2.6)

ket ) ktun + khop (2.7)

Figure 2.2. Self-assembled monolayer of ferrocene “doped” C13 thiol
on a gold electrode.

kf )
2πFM(EF)

h [ π
λkBT]1/2

∫-∞

∞
[HDA(ε)]2 ×

exp[-
(λ + (Eapp- E°)e - ε)2

4λkBT ]f(ε) dε (2.8)

f(ε) ) 1
1 + exp[ε/kBT]

k0 = khom
0 γM (2.9)

γM ) πkBT FM(EF) (2.10)
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interfacial electron-transfer processes studied involve a metal
electrode and a molecular unit (entry 2 in Table 1) in
self-assembled monolayers, typically composed of thiols bound
to gold. The exponential distance dependence ofket has been
demonstrated for organic thiols as a function of length and the
nature of the bridge (e.g., alkane vs aromatic), yielding results
similar to those inferred from homogeneous electron transfer
(above). For alkanes,â lies in the range 0.9-1.3 per Å;23,60,62

for oligophenylene,â is smaller, 0.4-0.5 per Å.63-65 (Ref 27
reviews the recent literature.)

2.2.2. Localized Charge Generation and Ion Motion.Charge
transfer in classical chemical systems involves motion of ionic
charges, often via a combination of long-range electron transfer
and counterion motion. The overall reaction driving force and
rate in such systems are greatly affected by the electrostatic
interactions of ions with their local environment and with each
other. Charge balance is usually simple because no electrons
or ions are added from external sources, and one can usually
consider the system in isolation.

In electrochemical systems the situation can be more complex.
Fixed charges are generated by electron transfer to/from an
electrode, and charge-compensating counterions are generated
at another electrode that is usually positioned far away. The
important electrostatics are those associated with the electro-
generated ion and its local environment, and with the charge-
compensating counterion(s) that may or may not be present in
the region near where the ion is generated. Generation of an
ion in a place that is isolated from ions of opposite charge is
energetically costly, and that cost affects the energy required
to generate the ion.66,67 The energetic cost is diminished if
counterion(s) can come close to the electrogenerated ion, but if
that process is slow then it can limit the overall rate of charge
transfer.

These ideas are illustrated in recent work by Sumner and co-
workers (see Figure 2.3) involving an electrochemical system
in which a redox molecule (ferrocene) is positioned in a self-
assembled monolayer on a gold electrode in a microenvironment
that does not permit access of counterions to the redox
molecule.68 Charge transfer between ferrocene and gold is
dramatically slowed when the ferrocene is “buried” in a
hydrophobic pocket into which anion access is inhibited. In
contrast, direct exposure of the ferrocene to the contacting
electrolyte increases the ferrocene oxidation/reduction rate by
over 2 orders of magnitude, despite the fact that the molecular
“bridge” connecting ferrocene to gold is the same in both cases.

These results highlight the coupled nature of electron and
ion transport in chemical systems on nanoscopic distance scales.
Several microscopic mechanisms could be envisioned by which
this coupled electron/ion transfer reaction could occur; some
of them are illustrated in Figure 2.4. A critical question is
whether one should consider the ion transport step as a coupled
chemical reaction that occurs separately from electron transfer
(i.e., a two-step process), or as one component of an overall
reaction coordinate involving both electron and ion transfer (i.e.,
a concerted process).

Effects of counterions have also been seen on rates of long-
range electron transfer in nonelectrochemical systems, and these
have been modeled in several ways.69 For example, Barnett and
co-workers report that thermal motions of hydrated sodium
counterions can strongly affect hole transport along DNA double
helices in solution.70 In their experiments, hole transport along
native B DNA oligomers was compared with that along
comparable oligomers that had been modified to incorporate
Na+-starved regions into the double-helix region between the
charge injection point and the GG site to which the injected
holes ultimately migrate. The extent of hole migration was much
less for the Na+-deficient oligonucleotides than for the native
oligonucleotides, in agreement with simulations which suggest
that hole transport is coupled to stochastic fluctuations in the
counterion spatial configurations. This work and the work by
Sumner et al. highlight the manner in which electron (hole) and
ion dynamics can become coupled in systems where charge
exists in localized states.

2.3. Metal/STM Tip-Molecule-Metal Electrode. In con-
trast to homogeneous and interfacial electron transfer, in which

Figure 2.3. The standard electron-transfer rate constant for ferrocene oxidation/ferricenium reduction in the structure at left is 200 s-1, whereas
that for the structure at right is 40,000 s-1. The differences in rate for the two C13 thiols are closely correlated with the nature, particularly the size,
of the electrolyte anions.

Figure 2.4. Mechanistic schemes for coupled electron/ion transfer in
metal-bridge-redox molecule structures.
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a rate constant is the experimental quantity sought for motifs 3
and 6 in Table 1, resistance or conductance (reciprocal of the
resistance) is the experimental parameter. The conductance is
given by the Landauer71 formula, which relates the linear
conductanceg of a contact-(molecular bridge)-contact system
to the electron transmission coefficientT:

whereEF is the Fermi level of the contacts at zero voltage bias.
ForT ) 1, g ) 2e2/h ) (12.9 kΩ)-1, the maximum conductance
per molecule. In principle, the distance dependence of the
conductance (like that for the rate constant) can be exponential

or “Ohmic”

where (as above)N is the number of repeated residues (e.g.,
CH2, etc.).

2.3.1. Experimental Studies.Several types of “MIMs” (metal-
insulator-metal) have been devised and studied, with the goal
of characterizing the conductance of the (usually organic)
molecule. In “break” junctions single molecules are trapped
between metal electrodes.24,72 Self-assembled monolayers as
described in section 2.2 are interrogated with scanning tunneling
microscopy in dry N212 or under a solvent. Self-assembled
thiolate monolayers on gold were probed as a function of thiolate
with the gold tip of a conducting AFM probe, andâ factors of
0.42 Å-1 and 0.96 Å-1 were found for oligophenylene and
alkane, respectively.28 This distance dependence (measured in
the presence of dry N2) is similar to that found for the
electrochemical solution measurements obtained for aqueous
media (somewhat surprising, given the potentially large shift
in energies on changing the surrounding environment). Wold
and Frisbie found electronic transport across all-trans alkyl
chains (in the absence of solvent) to depend critically on whether
the chains are chemically bound to the electrodes or not in metal/
molecule/p-type semiconductor junctions; tunneling of holes in
these semiconductor-containing systems is more efficient than
that of electrons; indeed, hole tunneling inσ-bonded chains
appeared similar to electron tunneling through conjugated ones.73

The configuration shown in Figure 2.5 has been used to make
conductance measurements at more than 4000 “single-molecule”
sites, where it is assumed that the alkanes are in the fully trans
conformation.16 Dithiol bridges were introduced into thiol self-
assembled monolayers and then topped with gold nanoparticles
(“Au101(PPh3)21Cl5”74) capped with triphenyl phosphine ligands.
The assemblies (under toluene) were then probed with a

conducting AFM tip. The scans were stopped at nanoparticle
junctions and the conductances of individual assemblies were
probed as a function of bias voltage, and, in some cases, lateral
force. Multiple measurements were obtained by probing different
nanoparticle junction sites.

One remarkable aspect of the system’s behavior is the
appearance of 1-5 “quanta” of current. These quanta are
attributed to 1 to 5 dithiols linked to the tip by the intervening
nanoparticle(s). Another potential issue is the exact role of the
nanoparticle, since Coulomb blockade has been observed for
gold nanoparticles in the 1.1 to 2.0 nm size range.15,75 Other
aspects of the charge transport appear to be quite different from
what is observed in alkanethiol monolayers (by, e.g., electro-
chemical or STM/AFM measurements). The absolute magnitude
of the conductance (at low bias) of molecules in metal-
molecule-metal junctions is close to what can be inferred from
interfacial electron-transfer rate constants measured for related
systems. (See section 2.4.) However, the electronic decay
coefficient,â, is reduced below the value found for the case of
contact to just one electrode. Corresponding to the small value
of â at small (<50 mV) bias,â at high bias (up to( 1 V)
drops substantially with increasing bias. These observations are
difficult to understand. Electronic structure calculations show
that the gold Fermi level lies near the middle of the HOMO-
LUMO gap,76 so that the dithiol molecular orbitals are some 5
eV away from resonance. Under these conditionsâ should be
about 1.0 (per methylene) and only very weakly dependent on
bias. An implication of the observed distance dependence is
that the dithiol energy levels have shifted dramatically with
respect to the gold Fermi level. This raises the issue that the
metal electrodes used to contact molecular conductors may play
a dominant role in conduction of the overall system, a topic
dealt with in the next subsection.

2.3.2. Role of Metals in Molecular Conduction.An important
factor that affects the current-voltage characteristics of a
metal-molecule-metal system is the energy of the metal Fermi
level EF relative to that of the HOMO and LUMO levels of the
molecule. At equilibrium and with no applied voltage, the Fermi
levels (chemical potentials) of the two metals will coincide at
energyEF. The alignment ofEF relative to the HOMO or LUMO
affects how readily an applied bias can bring a molecular level
into resonance with a metallic conduction state to produce an
apparent large turn-on of the current. Before resonance the
alignment ofEF affects the tunneling decay rateâ, and this
exponentially affects the magnitude of the current. While such
sensitivity has been suggested for the conductance data,16 it
should be noted that the analogous data for examining such
sensitivity in the electrochemical kinetics23 is not available.

Exactly whereEF lines up relative to the molecular levels
does not have a simple “universal” answer. The situation is quite
reminiscent of the metal/semiconductor interface, which pro-
duces the Schottky barrieræ. The barrieræ is the energy
difference between the metal Fermi levelEF and the semicon-
ductor conduction bandEc, æ ) Ec - EF. This problem has
been examined extensively,77 and we briefly review it here to
learn the general principles as well as the difficulties in obtaining
a quantitative theory. The simplest estimate ofæ is to set the
vacuum levels of the metal and semiconductor equal. This
estimate isæ ) W - ø, where W is the metal work function
and ø is the electron affinity of the semiconductor. This so-
called “Schottky limit” seldom works because it neglects the
charge transfer and rebonding at the interface, which produces
interface dipoles. Another limit is the Bardeen limit in which
EF is “pinned” at the same level for a particular semiconductor

Figure 2.5. Configuration used for multiple conductance measure-
ments. (Au-S-(CH2)N-S-Au-Np-Au) where Au-NP is a ligand-
capped, gold nanoparticle.

g ) 2e2

h
T(EF) (2.11)

g ) g0 exp(- âdDA) (2.12)

g ∝ 1/N exp(- ∆EDB/RT) (2.13)
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for all metals. In the Bardeen limit all metals produce the same
barrier æ. This is observed in many semiconductor/metal
systems. Tersoff78 put forward a model of Fermi-level pinning
for metal/semiconductors in which the alignment is controlled
by the semiconductor and has little to do with the metal. The
concept is that the metal states with energies within the
semiconductor band gap tunnel into the semiconductor, and the
tunneling behavior is controlled by the semiconductor. These
metal-induced band gap states are filled up to the so-called
“charge neutrality level” (CNL) of the semiconductor. The CNL
is where the tunneling states change from valence-band to
conduction-band character. This theory has been quite successful
and qualitatively explains the data. But for some systems, it
too fails.

A fully self-consistent electronic structure calculation is able,
in principle, to determine the lineup of a metal/molecule system
since it includes all charge redistribution effects. Xue et al.79

have used a density functional technique to study phenyldi-
thiolate between Au contacts. They find that dipole effects due
to the sulfur-gold bond affect the lineup, and the results are
very encouraging. Tomfohr et al.76 followed up on the Schottky
barrier analogy and determined the charge neutrality level of
octanedithiol. The CNL is then compared to a self-consistent
electronic structure calculation. The self-consistent alignment
of the Fermi level is found to agree well with the CNL of the
molecule. This gives hope that general concepts that give
guidelines may be developed as for Schottky barriers. Clearly
more theoretical work is needed to obtain a comprehensive
theory for the lineup, anddirect comparison with experiment
is lacking.

In additon to the issue of the alignment of the Fermi level
relative to the molecular orbitals, the metal contacts can perturb
the molecular states. Clearly, overlap between metallic and
molecular states is a prerequisite of electronic coupling, and
overlap produces hybridization. This effect is usually small,
much less than an eV, which is smaller than effects from
polarization and charge transfer at the interface that controls
the Fermi-level alignments (which can shift (uniformly) states
by an eV or more in energy).80 The presence of metals is also
important in determining local electric fields (see section 2.3.3).
An extreme example of this is resonance Raman enhancements
owing to coupling to plasmons in metallic nanoclusters.

Electroactive molecules generally have redox-accessible states
that lie within an eV or so of the metal Fermi level, and bonding
such molecules to metal electrodes may modulate their con-
ductivity. It is, however, surprising that significant effects are
implicated for then-alkane bridges discussed in section 2.3.1,
as these are inert molecules with highly localized electronic
states. Thus, it appears that contacting these (electrochemically)
inert molecules to gold electrodes at both ends may have a
profound effect on their conductivity. It could be the case that
these metal-induced effects result from a major change in the
electronic properties of the system compared to its components.
Alternatively, the changes may be caused by constraining the
conducting molecule to remain attached to the electrodes,
eliminating degrees of freedom available to unconstrained
molecules. Whatever the cause, it is clear that metal contacts
can play a significant role in the electronic properties of a
metal-molecule-metal nanoscale system. These effects will
have to be characterized and understood, using such tools as
photoelectron spectroscopy (PES) and 2 photon ES,81 as well
as local probe measurements on well characterized assemblies.
This is a necessary step in the rational design of nanoscale
molecular electronic devices that rely on metal contacts.

2.3.3. Electric Field.A concept related to that discussed in
section 2.3.2 is the voltage drop profile of the metal/molecule
system under bias and how it affects theI-V characteristics.
Mujica et al.34 used a simple tight-binding model to find the
voltage profile across a molecular chain. These results are quite
informative in that they show that the largest potential drop
occurs for atoms near the electrodes. Li et al.82 have found
similar results for dithiolated alkanes connected to Au, where
the largest drop occurs between Au and the end S atoms of the
molecule.

A nice model to view this behavior comes from the work of
Tian et al.83 They consider the molecular levels as being fixed
under bias, while the two chemical potentialsEF

L and EF
R (for

the left and right electrodes) are displaced from each other by
eV, whereV is the external voltage bias. Electrons that can
transfer through the molecule are those within the “energy
window” betweenEF

L andEF
R. If the molecule and its contacts

are symmetric,EF
L moves down byeV/2 (EF

L ) EF - eV/2) and
EF

R moves up byeV/2 (EF
R ) EF + eV/2). This produces a

symmetricI-V curve (-I(-V) ) +I(+V)). At high enough bias,
a molecular orbital may enter the energy window betweenEF

L

andEF
R to produce a resonance and a rapid increase in current.

This rapid turn-on of the current occurs at the same magnitude
of bias for either positive or negative bias.

A symmetric situation is not the norm. Even for a symmetric
molecule the left and right chemical contacts may not be the
same; one contact may be much stronger than the other. Tian
et al.83 introduce an asymmetry parameterη which raises or
lowers the two-electrode Fermi levels (relative to the molecular
levels) at different rates under bias,EF

L ) EF - ηeVandEF
R )

EF + (1 - η)eV. The difference betweenEF
L andEF

R is eV as
required. This asymmetry parameter can produce a very
asymmetric I-V curve. To see this, suppose we have a molecule
with a 3 eV HOMO-LUMO gap, and suppose that the two
metal electrodes line up their Fermi levels atEF, which is+1
eV above the HOMO (or equivalently 2 eV below the LUMO).
Consider the extreme case ofη ) 0. This means that the Fermi
level of the left electrode is “locked” onto the molecular levels,
while the right metal electrode Fermi level floats up or down
exactly in line witheV. This might model a system with a strong
chemical contact with the left electrode and a weak one for the
right. If we apply a bias of+1 V, the energy window between
EF

L and EF
R ranges from 1 to 2 eV above the HOMO (or

equivalently 2 eV to 1 eV below the LUMO). The situation
changes drastically under reverse bias. Reverse the bias to-1
V. The energy window now ranges from 1 eV to 0 eV above
the HOMO (2-3 eV below the LUMO). Since the energy
window here has just captured the HOMO, we open up a
resonant channel for conduction and the current becomes very
large. Instead of theI-V being symmetric, we instead find
rectifying-like behavior: a large current (due to resonance with
the HOMO) with one bias, and little current (no molecular
orbital resonance) for the opposite bias. Such rectifying behavior
of an asymmetrically coupled molecule has recently been
simulated using the advanced nonequilibrium Green’s function
technique.84

The magnitude of the field in reportedI-V measurements is
in the range of 107 - 109 V/m. (The field used routinely in
Stark (electroabsorption) experiments is 107-108 V/m.) The
field used for theI-V measurements is comparable to that
common in electron-transfer solution experiments: for a
D-B-A assembly in a solvent of dielectric constant Ds

undergoing charge transfer from negatively charged D to neutral
A separated bydDA ) 1 nm, the field across the molecule is
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109/Ds V/ms107 to 109 V/m, depending on the solvent used.
As described above, the field need not, and generally will not,
be uniform across the molecule, and likely there is a reduced
field within the molecule and a significant enhancement of the
field at the metal/molecule interfaces.

2.4. Comparison between Electron-Transfer Kinetics and
Conductance in Metal-Bridge-Metal (MBM) Junctions.
The kinetics of electron (or hole) transfer between localized
molecular donor and acceptor sites, mediated by a molecular
bridge or spacer (eq 2.1) or in the related interfacial electron-
transfer process (eq 2.9), shares many features with conductance
in related metal-bridge-metal (MBM) junctions. Guided by
appropriate dynamical models,29-33,85,86 it is important to
appreciate the similarities as well as significant differences
between the two types of charge-transfer process. While a given
DBA entity may be common to both processes, many details
of the system may differ, including the nature of the initial and
final states and the “reservoirs” to which the D and A sites are
coupled.29,30,86 It has been proposed recently31,85 that the
Landauer expression (eq 2.11), initially introduced to account
for coherent electron tunneling, can be reexpressed and general-
ized as follows:

where the electron-transfer rate constantket, defined by con-
sidering steady-state charge transport (ket ) kss), may include
in parallel both coherent tunneling through the bridge (ktun) and
incoherent hopping initiated by thermal charge injection onto
the bridge (khop) and whereFi(EF) is the initial electrode density
of states (introduced asFM(EF) in eq 2.9):

We consider now the special limitket ) ktun which occurs
when the energy gaps between resonant initial and final states
and an intermediate charge-transfer state involving the bridge
are sufficiently large. In this case the bridge-mediated tunneling
may be described by superexchange tunneling, as discussed in
section 2.1.1.87 Dealing first with the DBA system in isolation,
we may express the rate constant for electron transfer between
D and A,ket, as eq 2.1, and more generally we may write

where DOS is the effective density of states associated with
the standard Golden Rule formulation of the rate constant. For
homogeneous electron transfer, DOS corresponds to FCWD,
the Franck-Condon weighted density of vibronic states control-
ling activated electron transfer when D and A sites are coupled
to vibronic reservoirs (eq 2.1).29,32,33For electron transfer from
a molecular adsorbate to a metal electrode, the FCWD due to
the electrolyte phase, as well as the molecular modes of the
DBA system, is supplemented by an additional factorγΜ, due
to the electronic manifold of the metal23,60,62,88(eq 2.10).

When∆G° ) 0, Franck-Condon weighted density of states

From eq 2.10, withkBT ) 0.026 eV (298 K) andFM(EF) ) 0.3
eV-1 for a gold electrode,52,89 γΜ ) 0.024.

The simple McConnell superexchange model (for nearest-
neighbor or tight-binding coupling among D, A, and bridge sites)
may be expressed as29,30,32,33

where the D and A sites are coupled, respectively, to the sites
1 andN of the bridge (taken as a linear sequence ofN sites)
and G1N(ED) is the Green’s function of the bridge, evaluated
at the energy of the donor stateED. Note that the coupling
between D and A is indirect through the bridge, so that there
is no direct coupling between the two. Instead, higher order
perturbation theory is needed, which is exactly solved by the
T-matrix, T ) H + HGH, leading in the present case to
HDA (as in eq 2.19)) TDA ) HD1G1N(ED)HNA.90

In dealing with the larger context of an MBM junction, one
may attempt to maintain the identity of the DBA moiety
involved in the electron transfer (eq 2.1 or 2.9), as Nitzan has
done,32 but now providing for the coupling of the D and A sites
to metal electrodes (i.e., electronic reservoirs; at the same time,
the vibronic reservoirs so central to electron-transfer kinetics
may be absent or of much less significance29,30). In effect, the
model for the isolated DBA systems is broadened to include
the additional “donor” and “acceptor” sites provided by the
metal electrodes. We thus have an extended Green’s function,
GDA(EF) which includes the D and A sites as well as theN
sites of B:29,30,32,33

If the D and A energies (ED, EA) are assumed to be quite close
to the metal Fermi energy (EF) (e.g., as a result of strong contact
interactions32), it is essential to include the so-called “self-
energies”,ΣD and ΣA (generally complex), which reflect the
influence of the metal reservoirs. Discrete levels of the molecular
bridge are resonant with the metal continuum of states. The
initial molecularδ-function density of states broadens into a
continuous local density of states spectrum with peaks and
widths described byΣ. The self-energies are also crucial if the
bridge sites approach resonance withEF.29,30 The over bars in
eq 2.20 allow for the fact that incorporating DBA into the
junction may modify the electronic structure,31-33,85 although
such effects are not included in the treatment below. In terms
of GDA, the conductance may be expressed as,29,32

where the “widths”Γ (the imaginary components ofΣ) reflect
the strength of the M-D and A-M coupling. Nitzan has pointed
out32 that whenΣ is dominated by itsΓ component (as might
be expected for strong chemisorptive coupling), then the
following simple relationship betweeng andket emerges (subject
to various assumptions32):

Making the plausible assumption thatΓD ) ΓA ∼ 0.5 eV yields
the order of magnitude relationship

g ) e2ket (EF)Fi(EF) (2.14)

ket) ktun+ khop (2.15)

ket) (4π2/h)|HDA|2DOS (2.16)

DOS) γΜ(FCWD) (2.17)

FCWD ) [ 1
4πλkBT]1/2

exp[- λ
4kBT] (2.18)

HDA ) (HD1)(HNA)G1N(ED) (2.19)

GDA(EF) )
HD1HNAGh 1N(EF)

(EF - ED - ΣD(EF))(EF - EA - ΣD(EF))
(2.20)

g(EF) ) (2e2

h )|GDA(EF)|2 ΓD(EF)ΓA(EF) (2.21)

g ∼ 8e2

π2ΓDΓA

( ket

DOS) (2.22)

g ∼ 5 × 10-19ket/DOS (2.23)
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where the units ofg, ket, and DOS are, respectively, reciprocal
ohms (Ω-1), seconds (s-1), and electronvolts (eV)-1. In eqs 2.22
and 2.23,ket is taken asktun (see eq 2.15).

As an alternative to the limiting case described above (where
Σ is dominated byΓ, due to the near resonance of the D and A
levels with the Fermi level) we may adopt a model of
conductance in which the explicit presence of D and A sites is
dropped and the bridge is taken as being directly coupled to
generalized donor and acceptor sites, including the metal
electrodes.31 If the coupling is characterized byHLB andHBR,
and the metal density of states byFL andFR (where L and R
denote the “left” and “right” electrodes), one obtains

(by analogy with the notation in eq 2.21, “widths”ΓL or ΓD

may be defined asΓL ) FLHLB
2 andΓR ) FRHBR

2 ). If the ratio
of Hs is taken as order of unity andFL, FR ∼ 0.3 eV-1 (as
already adopted above for gold following eq 2.18), we obtain

(A related analysis has been discussed in ref 31.)
Equations 2.23 and 2.25 provide a convenient approximate

basis for comparing estimates ofg andket involving a common
bridge unit. As an example, Table 2 offers experimental
conductance and electrochemical kinetics results16,60,62,91,92based
on charge transfer through linear chains comprised ofN
framework atoms (N ) 8, 10, or 12) of types (CH2)N,
C(O)NH(CH2)N-2, C(O)O(CH2)N-2, all of which have similar
lengths (for a given value ofN). In the conductance experi-
ments16,92alkane bridges are terminated by thiolate groups linked
on one end to a planar gold electrode and on the other to a
gold nanocluster through which contact to the conducting atomic
force microscope (AFM) tip is made. In the electrochemicalket

measurements,60,62,91one end of the bridge is linked to a gold
electrode by a thiolate group, and the other end is linked to a
ferrocene group. Thus, in all cases, both bridge termini are
covalently linked to their outer neighbors.

Table 2 indicates that the limiting theoretical model repre-
sented by eq 2.23, i.e., with D and A levels nearly resonant
with the Fermi level, accounts for the observed transport data
to within about 1 order of magnitude, a result which may be
considered quite satisfactory given the assumptions involved
in the model and the fact that the various experimentally studied
systems, despite their generic similarities, do exhibit chemical
differences. The alternative (nonresonant) model given by eq
2.25 yields appreciably smaller predictedg values lying below
the experimental values by factors ranging from 30 (n ) 8) to
400 (n ) 12).16,92 Corresponding to the intriguing fact that the
falloff of g with n (1.8 per CH2 group92) is appreciably more

gradual than observed in theket data (∼3-4 per CH2 group60,62,88),
the calculated ratio ofg to ket increases by an order of magnitude
over the rangen ) 8 to 12. This difference in falloff rates
suggests important sensitivity of the transport rate to details of
the contacts between the components of the junctions.16,92The
presence of the gold nanoclusters in the conductance studies
may also play a role.

Comparisons may also be made for unsaturated bridges. For
example, the scaledket value (eq 2.23) for electron transfer
through an oligophenyleneethynylene bridge (a)63 is within an
order of magnitude ofg for conductance through an oligo-
phenylene bridge (b)93 in a case where the two systems have
similar overall metal-metal separations (∼18-20 Å, corre-
sponding respectively to two phenyleneethynylene units and
three phenylene units).

2.5. Calculation ofâ. Theory and computation are essential
to interpretation of electron transport mechanisms. The super-
exchange description has been widely used for molecular
electron-transfer processes in solution.40 At the heart of these
calculations is the calculation of the molecular Green’s function,
also know as the propagator. The quantum mechanical propaga-
tor describes the propagation of an electron of a given energy
through the molecule.

2.5.1. Calculation ofâ with a Recursion Relation.A recursion
relation has been formulated for the Green’s function for
calculating the effective electronic coupling in bridge-assisted
electron-transfer systems, within the framework of the tight-
binding Hamiltonian.94 The recursion expression relates the
Green’s function of a chain bridge to that of the bridge that is
one unit less. It is applicable regardless of the number of orbitals
per unit. This method has been applied to a ferrocenylcarboxy-
terminated alkanethiol on the Au(111) surface. At larger
numbers of bridge units, the effective coupling strength shows
an exponential decay as the number of methylene (-CH2-)
units increases. This sequential formalism shows numerical
stability even for a very long chain bridge and, since it uses
only small matrices, requires much less computer time for the
calculation. Identical bridge units are not a requirement, so the
method can be applied to more complicated systems.

2.5.2. Calculation ofâ with a Complex Bandstructure
Approach. A complex bandstructure approach has recently

TABLE 2: Comparison of Experimental g(Ω-1) and kEt (s-1) Data for Alkane Chain-Mediated Charge Transfer

alkane bridgea

(X(CH2)n-2) g (Ω1-)b
5 × 10-19ket/DOSc

(eq 2.23)
8 × 10-21ket/DOSc

(eq 2.25)

n ) 8 (10.3( 0.5)× 10-10 2 × 10-8 3 × 10-11

n ) 10 (3.5( 0.2)× 10-10 (2 ( 1) × 10-9 (3 ( 1) × 10-12

n ) 12 (1.2( 0.1)× 10-10 (2 ( 1) × 10-10 (3 ( 1) × 10-13

a X ) (CH2)2 in the conductance measurements16,92and some of the electrochemicalket measurements.91 In other electrochemical measurements,
X is an amide62,91(C(O)NH) or ester60 (-C(O)OC) moiety.b In the conductance measurements16,92D and A thiolate groups are coupled, respectively,
to a planar gold electrode surface and a gold nanocluster.c In the electrochemical60,62,63,91ket measurements, the D and A groups are, respectively,
a thiolate linked to a gold electrode surface and a ferrocene group. The room-temperature FCWD was evaluated on the basis of a classical model
using a value of 0.9 eV for the reorganization energy (FCWD)) exp(-λ/4kBT)/(4πkB Tλ)1/2 ) 2.95× 10-4 eV-1).60,62,91A value of 42 was used
for 1/γΜ (see eq 2.10).

g ) e2

2π2( ket

DOS)(HLB
2 HBR

2

HDB
2 HBA

2 )(FLFR) (2.24)

g ∼ 7 × 10-22ket/DOS (2.25)
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proven valuable in interpreting the conductances of alkane
dithiols bridging a gold electrode and an AFM tip.16,92 The
complex bandstructure of a periodic system is the conventional
bandstructure extended to complex Blochk vectors. Thek
vectors with an imaginary part describe spatially decaying wave
functions and arise in, for example, the analysis of impurity
and surface states. They also represent the quantum tunneling
states, which are vehicles of electron transport through a barrier
such as a thin oxide layer or a molecule. Plots of the band energy
as a function of the distance decay coefficientâ are used to
determine which bands have sufficiently small values ofâ to
be effective in long-range transfer. For alkane, alkene, and
benzene chains the following results were obtained76 providing

a direct link with experiment. The form of the complex
bandstructure clearly elucidates the molecule length dependence
of the tunneling current. In formulas such as eqs 2.19 or 2.21,
the effect of tunneling manifests itself through the Green’s
function, which depends on the electron’s energy within the
HOMO-LUMO gap of the bridge. The Green’s function can
theoretically be composed of a sum of contributions from Bloch-
like wavevectors, with the wavevectors being complex (expo-
nentially damped instead of oscillating). For long molecules,
one need only keep the smallest complex wavevector (the
smallestâ value) to arrive at a simple, yet exact in principle,
method to estimate the Green’s function. The structure of the
complex bandstructure also suggests a scheme to align the Fermi
level of the metal with the molecular orbital energies, similar
to Schottky barrier alignment in metal semiconductor systems.

2.6. General Issues for the Future.2.6.1. Methods for
Collection of Statistically Significant Data Sets. Many studies
of the conductance of molecules (entry 3 in Table 1) have been
carried out one molecule at a time. It is desirable to be able to
efficiently collect sets of data for a large number of molecules.
Utilization of self-assembled monolayers offers one solution to
this problem,15,16,95 but other approaches, such as use of
patterned electrode arrays onto which the molecules of interest
could be adsorbed, need to be in wide use.

2.6.2. Coupled Electron and Ion Motion.Charge transfer in
classical chemical systems involves motion of fixed ionic
charges, often via a combination of long-range electron transfer
and counterion motion. The overall reaction driving force and
rate in such systems are greatly affected by the electrostatic
interactions of ions with their local environment and with each
other. Charge balance is usually simple since no electrons or
ions are added from external sources, and one can usually
consider the system in isolation. As discussed in section 2.2,
electrochemical systems are more complex because charges due
to electron transfer may be generated at one electrode while
charge-compensating counterions are generated at another
electrode that is usually positioned far away. The coupled nature
of electron and ion transfer is certain to be important in many
other nanoscale systems involving charge transfer. This will
include nearly all systems utilizing nanoscale materials in energy

conversion, for example, in battery and fuel-cell electrodes and
galvanic photoelectrochemical devices. Energy conversion in
such devices nearly always involves creation and/or motion of
charges, therefore energy conversion will always be fastest and
most efficient when charges can be generated and moved
without high energetic cost. This idea is quite general, such that
any nanoscale system which transports charge by a site-to-site
hopping mechanism should be strongly affected by the energet-
ics of ion generation and motion. The coupled nature of electron
and ion hopping is widely recognized for charge transport in
bulk materials such as redox polymers,96 and the ideas that have
evolved to describe charge transport in such systems should
translate well to nanoscale systems.

In some nanoscale systems involving charge transfer, the
situation is less clear. For example, consider the case of charge
transfer between two metal electrodes connected via a single
bridging molecule. Charge transfer can occur across such a two-
terminal structure in the absence of electrolyte or solvent without
ever generating a fixed charge; thus, the energetic cost of
generating and moving ions is expected to have relatively little
effect on the rate (current). In such a structure, charge transport
could also occur by a hopping mechanism involving transient
creation of charged sites on the bridge. Three-terminal molecular
devices in which a third electrode is brought into close proximity
to an electron donor or acceptor in the bridge to achieve control
over the charge transfer across the bridge are also of interest,
primarily for applications in molecular electronics and infor-
mation processing. It seems likely that the energy associated
with forming and transporting ionic sites could be important
in such structures. The question of how one should think about
the charge balance in such structures is an open one, since
ionic sites are presumably generated but charge-compensating
counterions need not be present to transport charge. These
systems present an opportunity for improved understanding of
charge transport on the nanoscale.

Metal nanoparticles and nanoparticle arrays comprise another
nanoscale system in which fixed ionic sites may effect charge
transport. Metal nanoparticles can transport charge by a hopping
mechanism involving transient charging of the nanoparticle
(treating the particle as a nanoscale capacitor)97,98 and/or by a
metal-like transport mechanism involving significant electron
delocalization among the particles.99 Particle size and spacing,
the dielectric properties of the medium in which the particles
are immersed, and the presence of free ions (electrolyte) in the
local medium will be crucial to the behavior of such materials.
A unified picture of charge transport in such materials has not
yet emerged, and the development of such a picture constitutes
another significant opportunity in the area of nanoscale charge
transfer.

3. Electron Transport at Interfaces

Although there are many manifestations of charge transport
at interfaces, the nature of electron transport at the interface of
a metal with a single molecule or molecular nanostructure is
critically important for understanding a broader array of
interfacial phenomena and for many technological issues. For
example, the drive toward electronic processing of information
into the nm dimensional regime will require a major shift from
current silicon-based MOS device structures. Molecular and
nanoscale organic materials offer a potential new paradigm, but
our understanding of these phenomena is limited. Many of the
proposed schemes for a molecule-based nanoelectronic device
require making electronic contacts to one or a group of
molecules.100-108 In this regard, electronic interaction between
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a metal electrode and a molecule determines not only contact
resistance but also the functional nature of the molecular device.
For a small molecule contacted by two metal electrodes, the
complete system could be regarded as an interface problem.
The transfer of electrons through such interfaces can also directly
influence the effectiveness of energy conversion processes
important to advanced fuel cell development, solar energy
harvesting, or photocatalysis.

From scattering theory, the electrical conductance (g) for a
single molecular orbital coupled to two electrodes may be
described through the expression (which is equivalent to eq 2.21
in section 2.4)29,30

wheregc () 2e2/h) is the quantum of conductance;∆L and∆R

represent the electronic coupling strength between the molecular
orbital and the left and right electrodes, respectively; andG is
the Green’s function matrix element for the molecular bridge.
This approach separates the problem into two parts: the contact
problem and the bridge problem. This formalism clearly shows
that the contacts are as important as the molecular structure in
governing electron transport.109,110 In reality of course, the
molecular bridge itself can be strongly influenced by and not
strictly separable from the contacts.79

The conceptual starting point for treating the contact can be
the Newns-Anderson chemisorption model,111,112but the one-
dimensionality of the metal in this model is a significant
limitation. An improvement treats the metal electrode as a semi-
infinite continuum, the so-called “jellium” model.113More recent
treatments employ atomistic models of contacts and reveal the
sensitivity of interfacial electron transfer to structural details of
the contact, such as surface coordination number, bond distance,
symmetry, and chemical identity.114,115These structural factors
determine the electronic configurations of the interfaces. A
limitation for all of these theoretical approaches is the absence
of dynamics, i.e., the time scale for electron transfer and
electron-nuclear coupling. An accurate account of dynamic
factors will necessitate inclusion of the breakdown of the Born-
Oppenheimer approximation.

Here we briefly examine the key issues involved in interfacial
electron transfer mainly from an experimental perspective and
for metal-molecule and metal-nanoparticle assemblies in the
absence of solvent and electrolyte. We illustrate some directions
and concepts for elucidating these issues: (1)Structure- what
atoms are present at the interface and where are they located?
(2) Electronic configuration- what are the electronic states of
the molecules at the interface and how are they coupled to the
electronic states of the metal? (3)Dynamics- what is the time
scale for electron transport and for response of the system to
the electron transport?

3.1. Structure at the Metal-Molecule Interface.Molecular
systems are strongly influenced by interaction with different
phases present at an interface. To the extent that the Born-
Oppenheimer approximation is suitable for describing molecular
systems, it is critical to know how the atomic species are
configured as a first step toward defining the electronic
configurations of these species. We also recognize that the local
environment, whether gaseous or liquid or solid, does and can
influence very strongly the atomic configurations.

The development of scanning probe microscopy (SPM),
particularly scanning tunneling microscopy (STM), has revo-
lutionized our capability to determine experimentally molecular
configurations at interfaces, and many studies have demonstrated
the efficacy of these techniques. As an illustration, Figure 3.1

shows STM images of pentacene molecules at monolayer and
multilayer coverages on the Au(111) surface. The strong
molecule-metal interaction leads to the formation of a new
molecular lattice structure:π-stacking, as opposed to the
herringbone structure observed for the bulk pentacene crystal.
Note that these images reveal the density of electronic states
with submolecular resolution, but an actual determination of
nuclear coordinates and chemical identity is not such an easy
task. Recent experiments on inelastic tunneling with STM have
allowed the recording of vibrational spectroscopy of single
molecules on metal surfaces.116 This development provides a
powerful means of structural determination on the single
adsorbate level. However, SPM techniques are of limited use
when the substrate deviates from a flat, single-crystal surface.

Other bulk-based probes, such as X-ray absorption fine
structure, X-ray photoelectron diffraction, and electron diffrac-
tion, are also sensitive to interfacial structure, but these
techniques provide ensemble averages. Although these tech-
niques are useful and can provide detailed information on
molecular configuration at well-defined interfaces, it remains a
great challenge to obtain similar levels of understanding for
molecular configurations at interfaces useful for nanoscale
electron transport, particularly when the interface is buried, such
as in a metal-molecule-metal device. The knowledge of
molecular configuration in such a “sandwich” is critical to the
interpretation of experimental observations in molecular devices,
such as the negative differential resistance observed re-
cently.102,103 However, we may need to infer this knowledge
from model molecule-metal systems until breakthroughs in
experimental techniques are found.

3.2. Electronic Configuration at the Metal-Molecule
Interface. Given a molecular configuration on a metal surface,
we need to understand and describe the electronic structure of
the coupled metal-molecule system. In some cases it may
suffice to describe the electronic configuration of the molecular
system and then to understand the couplings of this system with
the metal. In other cases, especially where covalent bonding
between the molecule and the metal occurs, this may be
insufficient and a complex description is necessary. Key issues
include (a) the extent of charge redistribution due to adsorption
and the resulting surface dipole; (b) the alignment of molecular
orbital (MO) energies to the metal Fermi level; and (c) the
strength of electronic coupling (wave function mixing) between
discrete molecular orbitals and continuous metal bands. Charge
redistribution at the molecule-metal interface produces an
electrostatic field. Such an electrostatic potential rectifies
interfacial electron transport; this is similar to the rectifying
effect of a Schottky barrier. Moreover, at the nanometer scale
of concern here, these fields may strongly influence energy

g ) gc∆L∆RG2 (3.1)

Figure 3.1. Molecular resolution STM images of flat-lying pentacene
monolayer (left) andπ-stacked multilayer (right) on the Au(111)
surface. The scale bar is 10 Å. The molecules are vapor deposited onto
the surface in ultrahigh vacuum at a substrate temperature of 25°C.
(J.-H. Kang and X.-Y. Zhu).
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levels within molecular units that are not directly involved
in bonding. Experimentally, this kind of interfacial charge
redistribution can be probed by surface work function measure-
ments.

The energetic position of molecular orbitals with respect to
the Fermi level determines the so-called charge injection
energetics in molecule-based electronic or optoelectronic de-
vices. Beyond the immediate contact, a precise knowledge of
this energetic alignment is critical to a successful understanding
of charge transport mechanisms, including molecular orbital-
assisted tunneling, resonant charge hopping, and band-like
ballistic transport. Experimentally, energetic positions of oc-
cupied and unoccupied molecular orbitals of adsorbates can be
determined by photoelectron spectroscopies, including one-
photon photoemission, inverse photoemission, and two-photon
photoemission spectroscopy. Alternatively, scanning tunneling
spectroscopy is capable of determining both occupied and
unoccupied MOs on surfaces with spatial resolution on the Å
scale.117,118

Perhaps the most important issue regarding interfacial elec-
tronic configuration is the electronic coupling (wave function
mixing) between a molecule and a metal surface, i.e., the∆
terms in eq 3.1. The extent of electronic coupling determines
not only the energetics discussed above but also the dynamics
of interfacial electron transfer. Electronic coupling has been
traditionally difficult to quantify experimentally, but the recent
development of two-photon photoemission (2PPE) spectroscopy
has shed light on this issue.81 The inset in Figure 3.2 illustrates
the principle of 2PPE. The interaction between a molecular
orbital (MO) and the metal band structure is illustrated by a
mixed wave function, with the major part of the wave function
localized to the molecule and a minor oscillating tail in the
periodic substrate lattice. This tail is a quantitative measure of
electronic coupling. The first photon excites an electron from
an occupied metal state to the mixed molecular state; this is
electron transfer from the metal to the molecular resonance. The
second photon ionizes the transient molecular anion for detec-
tion. The kinetic energy of the photoemitted electron provides
the energetic position of the molecular orbital. The rate of
photoemission in this mechanism is proportional to the square
of the amplitude of the transition dipole moment (metal-to-
molecule electron transfer) or the square of the amplitude of

the oscillating tail of the mixed MO. A weakening in electronic
coupling between the molecule and the metal should result in
a decrease in amplitude of this tail and, thus, a decrease in
photoemission yield. This effect is observed experimentally in
a recent 2PPE study of C6F6 on hydrogen passivated Cu(111),
Figure 3.2.119 With increasing coverage (θ ) 0-0.34 ML) of
preadsorbed atomic H, which systematically weakens the
electronic interaction between C6F6 and Cu(111), the 2PPE yield
from the low-energy, unoccupied MO (LUMO) of C6F6

decreases by more than 1 order of magnitude. These results
demonstrate the critical importance of the chemical state of the
interface in governing the electronic coupling strength. Note
that with a decrease in electronic coupling strength, we expect
the lifetime of the transiently populated LUMO to increase
significantly beyond the value of∼10 fs on clean Cu(111).81

These time-resolved experiments are underway.
In addition to the general issues discussed above, the specific

system of thiolate-metal contact is of particular interest. Self-
assembled monolayers of thiols on metal surfaces have been
popular choices for the construction and testing of molecular
electronic devices.102,103,106-108 The facile reactive formation of
the thiolate-gold contact provides an attractive method to
connect molecular components to metal electrodes. The effect
of covalent linkage and the role of contact resistance have been
explored by a number of transport measurements.16,28,120,121An
important question is: What is the electronic configuration of
the thiolate-metal contact? Recent 2PPE measurements and ab
initio calculations on model SAM/Cu(111) systems122 have
shown the presence of twoσ* states localized to the C-S-Cu
linker. For symmetry reasons, these localizedσ* states intro-
duced by the anchoring bond cannot couple to the delocalized
π* states within a conjugated molecular framework. Thus the
thiolate contact can be considered “insulating” for electron
transport through a self-assembled monolayer of molecular
wires. On the other hand, the model ab initio cluster calculations
show that theπ HOMO is delocalized between the molecular
framework and the metal surface via the-S- bridge. Therefore,
in contrast to electron transport, the thiolate contact may be
conducting for hole transport. This prediction is supported by
a recent experiment using Hg as a contacting electrode.120 The
model ab initio calculations cannot, of course, yield reliable
values of the Fermi energy for the SAM modified system. An
example of semiempirical adjustment of such gaps has been
given.38 Analogous studies of alkane thiols on silver have been
reported.123

From the examples above, we may see that there are now
some powerful tools available that can provide information
concerning the electronic structure of molecules bound to or
near a metal interface. As this type of information becomes more
readily available, we can anticipate a much more complete
understanding of the coupling of metals to molecules at the metal
interface. It also should be noted that techniques such as those
described here can be augmented and supported by comparisons
with classical electrochemical measurements.

3.3. Dynamics of Charge Transport at the Metal-
Molecule Interface.Ultimately we need to understand not only
the static aspects of electron transport at molecule-metal
interfaces but also the dynamics. Key questions include: what
is the time scale for the electron to cross the interface? What is
the time scale for localization or delocalization of the charges
in response to electron transport? What are the conductance or
transmission coefficients? These are indeed challenging prob-
lems, and at the present time there is no general methodology
for attacking these issues. It is clear that single-molecule

Figure 3.2. 2PPE spectra of bilayer C6F6 on H/Cu(111) at the indicated
surface hydrogen coverages (0.034-0.30 ML). The inset shows
schematically the 2PPE process involving an initial metal state below
the Fermi level, an intermediate molecular orbital (MO), and a final
free-electron state above the vacuum level. The arrows represent photon
absorption
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experiments provide the opportunity to examine the dynamics
of individual molecules or groups of molecules. It is also clear
that photoexcitation provides a valuable means for initiating an
electron-transfer event, following which the dynamic response
can be measured with femtosecond resolution. Thus we will
provide here a few examples to demonstrate some of the
capabilities to use photoexcitation and to monitor some of the
dynamics of electron transport in some systems.

The two-photon photoemission experiment can be carried out
in a time-resolved manner124,125to directly establish the lifetime
of the transiently populated MO. In most cases, the measured
lifetime is determined by the ultrafast rate of electron transfer
from the MO to the metal substrate. Thus, the lifetime provides
a quantitative measure of the electronic coupling matrix element
for interfacial electron transfer. For the system illustrated in
Figure 3.2, pump-probe experiments with C6F6 on clean Cu(111)
have shown that the lifetime of the transiently populated LUMO
increases from∼7 fs at 1 ML to∼32 fs at 5 ML coverage.126

This dependence of the lifetime on coverage suggests that the
electronic coupling between the LUMO and the metal surface
weakens as film thickness increases. With increasing film
thickness, the wave function delocalizes in thez-direction; this
leads to an increased distance of the center-of-gravity of the
wave function from the surface and a diminishing amplitude of
the tail inside the metal.81

A critical question is: how do we probe the dynamics of
electron-nuclear coupling and localization at molecule-metal
interfaces? For fast localization dynamics, one approach is time-
resolved 2PPE. If the transiently populated MO is delocalized
within the molecular layer, i.e., dispersed in the surface plane,
the dynamics of localization may be studied by measuring the
disappearance of dispersion as a function of time. The feasibility
of this approach was demonstrated by Harris and co-workers
who showed that image state electrons in the alkane/Ag(111)
system can be trapped at the surface of the alkane film, leading
to the formation of small polarons.114 The dynamics of image
state decay to localized small polarons was directly followed
in time- and angle-resolved 2PPE. A second and more general
approach may rely on a time-resolved technique with sensitivity
to nuclear movements. A promising candidate is time-resolved
sum-frequency generation.127

Semiconductor nanocrystal luminescence provides a powerful
probe of charge transfer dynamics. Brus and co-workers have
studied extensively the blinking of the luminescence from
individual CdSe nanoparticles near metallic substrates under
intense optical excitation.18,128 The blinking phenomenon can
be explained through the scheme outlined in Figure 3.3. Optical
excitation normally creates hole-electron pairs that can recom-
bine emitting luminescence. However, if the electron tunnels
through an insulating layer into the metal, then the particle will
be left ionized in a nonluminescing state. More recently this
hypothesis has been confirmed through electric force microscopy
(EFM) studies, which provide a particularly powerful tool for
examination of charge transport in these systems.129-131 These
techniques involve direct imaging of particles through conven-
tional atomic force microscopy as well as mapping of the
corresponding charge distribution and dielectric response under
various conditions including optical excitation. For example,
experiments reported to date show the following. (1) CdSe
nanocrystals develop a single positive charge if stored for weeks
in room light. (2) These crystals on graphite photoionize with
yield of about 10-5 per photon. The photoinduced hole is stable
for about 1 h. The efficiency depends on surface passivation
and distance from surface. (3) The linear intensity or fluence

dependence implies electron tunneling from the nanocrystal
excited state into the graphite. (4) The hole is probably self-
trapped on the surface of the nanocrystal creating a large induced
dipole moment.

Single-molecule fluorescence combined with near-field optical
scanning microscopy can provide very important details of the
dynamics of charge transfer insingle moleculesat the interface
with conductors and semiconductors. At the heart of molecular
level electronics ultimately lies the connection of a molecule
to an electrode and the movement of electrons between the two.
Thus there is a need for experiments designed to probe the
discrete electronic and molecular dynamic fluctuations of single
molecules near electrodes in the microsecond and longer time
regime. As indicated above, local molecular and surface
structural variations may lead to unique local environments for
each molecule which can dramatically influence observed rates
of electron transfer. Moreover, stochastic fluctuations in time
of the oxidation state of a molecule and molecular dynamical
processes that influence the electrical behavior are expected to
result in a type of “noise” associated with molecular electronics.
Research into this behavior of single molecules may eventually
lead to new control mechanisms for electron flow in molecular
systems. Single-molecule spectroscopy (SMS) has evolved as
an important method for the study of the fluorescent behavior
of single molecules in ambient environments and has been used
to probe motional and excited-state electronic processes of
molecules.132-135 Monitoring the fluorescence of a single
molecule makes possible the elucidation of complex phenomena
that are normally obscured in ensemble-averaged measurements.
Fluctuations in the fluorescence-time trajectories contain
detailed molecular level statistical and dynamical information
of the system.

Adams and colleagues have been developing prototype
molecular electronic systems and methodology to study

Figure 3.3. Schematic representation for charge transfer in photo-
excited CdSe nanoparticles.
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photoinduced interfacial ET between single molecules and
electrodes.136-138 They have built a combined near-field scan-
ning optical microscope and scanning confocal microscope that
allows them to measure the electron-transfer rate, to determine
the orientation of a molecular dipole in three dimensions, and
to adjust the electron-transfer driving force for by application
of an electric field via the metal-coated near-field probe.
Through this research it should be possible to relate for a single
molecule the kinetics of interfacial electron transfer to distance,
molecular structure and dynamics, and energetics.

For example, recent experiments have been directed at
measuring the single-molecule electron transfer in a chromo-
phore/linker/electrode system where a perylene chromophore
is covalently attached to a modifiable alkyl-carboxylic linker
(C11 in this case) and self-assembled at low concentration in
monolayers onto semiconductive and conductive electrodes such
as indium tin oxide and gold, Figure 3.4A.137 This is done by
repetitively exciting one molecule and determining the distribu-
tion of “on” and “off” times. Optical excitation of a single
perylene from the ground state (S0) at a rate (kexc) leads to
creation of an excited state (S1) which decays either radiatively
at a rate (kr) or by charge injection into the conduction band
(or trap states) of the electrode (ket), Figure 3.4B. The electron
returns to the molecule at a rate for back electron transfer (kbet).
The fluorescence of single molecules near electrodes in self-
assembled monolayers display blinking behavior with charac-
teristic millisecond off periods (Figure 3.4D). Since the molecule
is not fluorescent in the charge transfer state, these off periods
may be ascribed to discrete electron-transfer events. The
fluorescence blinking is not seen for molecules on polymer-
coated glass surfaces since these provide no acceptor states. The
electron-transfer rates can thus be obtained from an analysis of
the fluorescence time trajectory.kbet is straightforwardly related
to the average off time (tOFF), while the average on time (tON)
is related to the excitation ratekexc times the quantum yield for
the forward ET process (Φet) and can be used to estimateket:
(tOFF)-1 ) kbet and (tON)-1 ) kexc ket/(kr + ket) ) kexc Φet. For
many molecules, single-exponential behavior is observed for
both forward and back ET processes. Typical fits of the
experimental data for forward and back processes are shown in
Figure 3.4C. Also apparent in fluorescence traces are discrete
jumps in fluorescence intensity (Figure 3.4D) on a time scale
of seconds, which may be the result of molecular reorientation

dynamics where intensity changes arise from increased or
decreased absorption of the polarized laser light.

In these experiments, the single molecules at the electrodes
serve as probes of how a molecule with discrete energy levels
couples to an electrode with a spatially varying continuum of
states, an energetically varying density of states, and trap sites.
It is not exactly clear whether single exponential behavior should
be expected for a single molecule ET. If a molecule can transfer
an electron to a continuum of states and possibly different
distinct trap sites and with different rates, should the result be
single exponential? Can an electron escape into the continuum?
Experiments of this sort are currently directed at using near field
methods with polarized light to follow molecular orientation
and dynamics and using electric fields to modulate the driving
force of ET. Eventually it should be possible to use this method
to study transistor type molecules in self-assembled monolayers
without the need to connect to three electrodes. Application of
an electric field could gate the flow of electrons between
different legs of a trigonal molecule probed by optical methods.

3.4. Summary and Conclusions.To understand the phe-
nomena relating to charge transport at the interface of a molecule
with a metal or semiconductor, it is clearly critical to elucidate
the actual nuclear configuration of the molecule at the interface
(which can deviate considerably from the molecular configu-
ration in solution or in the gas phase) and to elucidate the
corresponding electronic configuration (at least in the Born-
Oppenheimer approximation). It is also necessary to understand
the coupling of the molecule in its interfacial configuration to
the metal or semiconductor. On the basis of this characterization,
theory and new experimental techniques can help us develop a
detailed understanding for both the static and dynamic behavior
of charge transport at the interface. Several experimental tools
have been developed to help provide the needed characterization.
These include scanning probe techniques such as STM and AFM
along with new capabilities such as EFM. They also include
new spectroscopies including, for example, photoemission
spectroscopy and, in particular, two photon photoemission
(2PPE). These spectroscopic techniques have been demonstrated
to provide a wealth of static and dynamic information. In
addition, single-molecule or single-particle luminescence tech-
niques are proving to be very valuable tools for direct explora-
tion of charge-transfer phenomena. Extension of this exploration
to nanoparticle-organic systems of the type discussed in section

Figure 3.4. Electron transport at pyrene compounds adsorbed onto conducting substrates. (A) Schematic diagram. (B) Energy level diagram. (C)
Decay kinetics. (D) Blinking phenomena.
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5.2 will be important to utilization of assemblies for energy
conversion. With our present capabilities it is possible to begin
to explore the fundamentals for charge transport at interfaces
for selected systems. However, much additional work and new
tools will be required to develop a comprehensive understanding
for this important field.

4. Toward Functioning Molecular Electronics

Interest in fabricating devices based on active molecular
components has been driven by both the fundamental interest
in understanding how chemistry can be used to build function
at the molecular level and by the looming technological
expectation of the end of Moore’s law. Can molecules be
designed and incorporated into device structures to obtain solid-
state analogues of two-terminal diodes and memory devices and
three-terminal transistors? By what mechanisms will each of
these devices operate? Each device must be stable, providing
little shift in turn-on or threshold voltage with operation and
time, and from device-to-device the turn-on or threshold voltage
must be the same.

4.1. Recent Advances.Some recent advances toward the
understanding of the electronic properties of molecules are
outlined below.

(1) Scanning tunneling spectroscopy measurements of aro-
matic thiols incorporated into self-assembled monolayers of
alkanethiols on Au(111) show higher conductivity for molecules
having aromatic versus aliphatic chains.139

(2) Using a revolutionary “break junction” technique, the
resistance of 1,4-benzenedithiol was measured to be several
MΩ,24 much larger than Landauer’s quantum of resistanceh/2e2

) 12.9 kΩ,71 possibly arising from either a mismatch between
the Fermi level of Au and the relevant molecular orbital of the
molecule, or because of other effects such as Coulomb blockade.

(3) Molecules of 2′-amino-4-ethynylphenyl-4′-ethynylphenyl-
2′-nitro-1-benezenthiolate self-assembled onto a Au bottom
electrode and then topped by low-temperature evaporation of a
Au electrode exhibit negative differential resistance inI-V
characteristics.102 The same molecules between Au electrodes
exhibit low and high-conductivity states, with an exponential
decay of the high-conductivity state of 800 s at 260 K: this
has been interpreted as a molecular random access memory
cell.140 While negative differential resistance and changes in
conductivity are observed only in nitro-derivatized molecules,
stochastic switching in the conductivity of a single to a few
molecules of the same ethynylphenylene backbone derivatized
with and without nitro and amine substituents have been
observed in STM.103

(4) The Landauer quantum of resistance, 12.9 kΩ71 has been
measured at room temperature between a single-walled carbon
nanotube, glued to a conducting AFM tip, and a pool of liquid
Hg.141

(5) Field-effect transistors having carbon nanotubes as the
semiconducting channel, fabricated by stretching nanotubes
across source and drain electrodes, show p-type conduction with
good switching behavior.142,143More recently, n-type semicon-
ducting behavior in single-walled carbon nanotubes was dem-
onstrated by either vacuum annealing or K-doping the nanotube;
this enabled p- and n-type regions to be fabricated within a single
nanotube and the demonstration of an intramolecular voltage
inverter with a gain of 1.6.144Single-electron transistor behavior,
characterized by Coulomb blockade, was reported in single-
walled carbon nanotubes by defining∼20 nm coherent segments
by kinking the tube on either side with an AFM tip.145

(6) A Langmuir-Blodgett monolayer of a bistable [2]
catenane, with a naphthalene group as one “station” and
tetrathiafulvalene as the second “station”, and a tetracationic
catenane hexafluorophosphate salt traveling on it like a “train”
on a closed track, were deposited on poly-silicon as one
electrode and topped by a 5 nm Ti layer and a 100 nm Al
electrode. The current-voltage plot is asymmetric as a function
of bias (which moves the train on the track), and a succession
of read-write cycles shows that the resistance changes stepwise
as the train(s) move from the lower-conductivity station(s) to
the higher-conductivity station(s).146

(7) Unimolecular rectification across a Langmuir-Blodgett
monolayer of hexadecylquinolinium tricyanoquinodimethanide
was first detected between Mg and Pt electrodes147,148and later
observed between Al electrodes,100,149,150most recently even
between oxide-free Au electrodes,151,152to be a variant of the
Aviram-Ratner mechanism.153 The original proposal suggested
a D-Bσ-A molecule connecting an electron donor moiety to
an electron acceptor moiety through an insulating saturated
“sigma” bridge Bσ; the mechanism of action involves inelastic
tunneling through the molecule from its first electronic excited-
state D+-Bσ-A- to the less polar ground state D0-Bσ-A0.153

The first confirmed rectifier was a ground-state zwitterion D+-
Bπ-A-, connected by a twistedπ bridge and used inelastic
tunneling from the lower-polarity excited-state D0-Bσ-A0 to
the higher-polarity ground state.154

(8) Most recently, two new monolayer rectifiers have been
found when sandwiched between gold electrodes.155,156The first
is a pyridinium salt, in which the rectification seems to be due
to back-charge transfer from the anion to the pyridinium ion.157

The second is dimethylaminophenylazafullerene, which has a
tremendous rectification ratio (as high as 20,000): here,
however, the bulk of the forward current seems to be due to
the formation of stalagmites of gold, which do not pierce the
monolayer totally, but, once formed, behave ohmically.156

4.2. An Alternative Approach Using Quantum Cellular
Automata. Section 2.3.3 discusses how an electric field
influences the distribution of charges within molecules exposed
to the field. Field-induced charge movement within a properly
designed molecule could be used for transmitting or processing
information in a cellular automaton architecture. In the quantum-
dot cellular automata (QCA) architecture,158 bit information is
stored in the charge configuration of cells constructed from
quantum dots. Charges move within the cells in response to
external inputs or the electrostatic influence of neighboring cells.
The cell-cell electrostatic interaction means that contacts must
only be made at the edges of an array of QCA cells, and that
no current need flow through the cells.

QCA has been experimentally demonstrated at 80 mK in
nearly a dozen devices,159 including QCA cells, wires, and logic
elements (AND/OR gates), and a clocked memory cell. A power
gain of 2.1 was measured for the last device.160 Recent efforts
have focused on implementing QCA at the molecular size scale,
in which case each “quantum dot” would consist of a single
redox center and the “tunneling junction” would be an organic
or inorganic bridging group. Molecular QCA is predicted to
function at room temperature, and many mixed-valence mol-
ecules would be suitable as QCA cells.161

Recent ab initio calculations162 show that the electrostatic
forces between adjacent molecules are strong enough to cause
significant charge transfer to occur. For example, the 1,4-diallyl
butane radical cation is a model two-dot QCA cell. It possesses
two redox centers (the allyl groups) located 7 Å apart, separated
by a butane bridge, and has a single positive charge that can be

6682 J. Phys. Chem. B, Vol. 107, No. 28, 2003 Adams et al.



located on either allyl site. Figure 4.1 shows a setup where two
of these molecules are fixed adjacent to a single positive charge
(the “driver”). When the driver moves over a distance of 7 Å,
it causes the positive charge in the neighboring molecule to
switch from one allyl group to the other; this perturbation in
turn causes the positive charge in the next molecule to switch.
Note that the molecule farthest from the driver winds up with
its positive charge at the same side of the molecule as the driver,
showing that it responds to the electrostatic forces imposed by
the intervening molecule

4.3. Issues and Needs.In diodes, it is desirable to obtain a
high rectification ratio, with little leakage current, and an
accessible and stable turn-on voltage. In memory devices, the
issues are switching time, on/off ratio, stability, volatility, and
the turn-on/off voltage. In transistors, what is the speed (related
both to “effective carrier mobility,” if it can be defined) and
the channel length, the current modulation (aka on-off ratio),
the threshold voltage, and its stability?

The speed of switching depends on the mechanisms driving
the change in the state of the molecule, giving rise to the
measured change in resistance. Mechanisms based on mechan-
ical motion, which for example are the mechanistic basis of
ring motion in molecules such as rotaxanes and catenanes, are
inherently slow. Solution-phase NMR measurements of ring
motions in solution are∼500 times per second.163These motions
may also be constrained by other molecules or interfaces in the
solid state. Mechanisms based on molecular diffusion or
requiring ionic diffusion should lead to microsecond switching

times typical of diffusion. The larger the molecule/ion and the
longer the distances it is required to move will limit the time
scale for switching. Moving protons over short distances,∼3
Å, has been proposed for switching and may provide the fastest
obtainable switching speed for a system based on diffusion.164

Reduction-oxidation and conformational molecular changes
may provide the fastest (∼picosecond) time scales for switching.
If, for example, reduction-oxidation is stabilized by the
presence of ions, the time scale for switching will depend on
the concentration and diffusion of ions, presumably limiting
switching once again to microsecond time scales. There is at
present a lively debate about whether each practical molecular
device must be as fast as possible (thus necessitating electronic
processes for the molecular states involved in the device
function) or if slower devices (involving translation or molecular
conformation) are acceptable, because, in a massively parallel
architecture (Teramac), redundant interconnects with a fault-
finding algorithm165 may yield an acceptably fast computer.

As discussed in section 2.3.3, intentional or unintentional
incorporation of ions may dramatically change the device
behavior. If ions stabilize reduction-oxidation, removing the
ions may change both the time scale for switching and the
voltage for switching (which may or may not still be accessible).
Environmental effects (ions, stray charges within a molecular
layer or at an interface) may create electric fields that shift turn-
on/threshold voltages in molecular devices.

4.3.1. Intrinsic Limits to Molecular Electronics.The Bohr
radius of an electron is 0.1 to 1.0 nm in “insulating” media.
Because electrons will tunnel between wires spaced less than a
few nm apart, “nanoelectronics” is the limit for circuits with
electrons as charge carriers. Since electron tunneling cannot be
avoided, we should exploit differential electron tunneling in
nanoelectronics. A design for a nanotransistor that exploits
this approach could connect source and drain electrodes through
an oligophenylene bridge containing ferrocene as a molecular
gate. The effective electron tunneling distance depends on
the structure of the bridge; it is large for the aromatic unit
(1/â ) 2.0 to 2.5 Å) and quite small for saturated (alkane)
bridges (â ) 0.7 to 1.1 Å). How rapidly could such a gate
switch? If the electronic coupling (and thus level broadening)
is limited to the order ofkT, the tunneling rate will be of the
order 2πkB(300 K)/h ) (25 fs)-1. Such a rate would allow
1 THz gates if the circuit capacitances are sufficiently small.

The achievable density of molecular devices in a larger
architecture will also be limited at the nanoscale by unavoidable
electronic tunneling as it may give rise to crosstalk between
discrete devices. While the field is still focused on understand-
ing discrete molecular devices, at some point the need may
arise to develop synthetic routes to insulate devices and limit
crosstalk and to develop electronic schemes to take advantage
of differential conductance and bistability in molecular struc-
tures.

4.3.2. Energy Dissipation in Nanostructures.Perhaps the most
frequently heard objection to single-molecule electronics is
“won’t the current densities roast the molecule.” The objection
is based on an extrapolation of macroscale resistance to the
nanoscale. This extrapolation is not valid. Once the size of a
structure falls below the electron mean-free-path (several
hundred Å at room temperature), normal scattering processes
no longer play a role. The electron moves from one point to
another (taking a semiclassical view) with a velocity given by
dE/dk (of course, if there is no delocalization, dE/dk ) 0!). In
this picture there is no scattering and so there is no classical,
ohmic resistance and no power dissipation. Resistance (in the

Figure 4.1. Two molecules of 1,4-diallylbutane radical cation, fixed
7 Å apart, and driven by a single positive charge that slides along the
path indicated by the black arrow. The driver is at the bottom of its
path at left and at the top at right. Gaussian 98 calculation using
Hartree-Fock theory and the STO-3G basis set. (a) Quadrupole moment
as a function of driver polarization; switching is nonlinear and strongly
bistable. (b) Orbital isosurface (LUMO shown) at extremes of driver
position. (c) Isopotential surface (red indicates positive charge) at
extremes of driver position.
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sense that current in a given field is not infinite) arises purely
from a transmission coefficient through the nanostructure that
is less than unity, i.e.,R ) h/2e2|T| (eq 2.11), a form of the
well-known Landauer equation. For a metallic nanojunction
where the metal atomic states in the junction are degenerate
with the bulk, |T| ) 1 and R ) 12.9 kΩ. In contrast, in
small alkanes, where states are far from the metallic Fermi level,
R ∼ 109 Ω. This does not mean that the power dissipated in
the junction isV2/109 Ω! Rather, only one electron in 105 gets
through the junction. Currents of up toµA have been measured
in junctions containing one or a few molecules with no long-
term degradation of the junctions. The important factors are the
applied bias and the presence of electroactive contamination,
both of which lead to irreversible electrochemical degradation
of the molecule. An intriguing question remains in the case of
a nanoscale system containing redox centers. These trap or
donate charge because of coupling to nuclear motions. This is
clearly a more complex situation than described by the Landauer
approach.

4.3.3. The Right Molecules/Materials.One may imagine an
all-organic computer, with molecular electronic devices con-
nected by, for example, a suitable organic conducting polymer
“backplane”. However, at present, the lack of enough sturdy
and fast molecular electronic devices suggests that for the
foreseeable future, inorganic metal contacts will be used to
access these devices. To the degree that such contacts remain
important, there is a need for improved characterization and
understanding of the thermodynamics, kinetics, and electronic
properties of the contact (see section 3) and for improved
chemical stability. Binding to a metal may simply result from
van der Waals forces (as in Langmuir-Blodgett films) or
through dative (e.g., NH3) or covalent bonding. Despite the
formation of a strong covalent bond when a thiol binds a gold
substrate, the resulting thiolates on Au can be oxidized to
sulfoxides with time, creating local Schottky barriers with
attendant band bending. In addition, gold atoms are quite mobile,
and can move within the monolayer at certain (sufficient?)
potentials.151

At present the scientific community has reported examples
of molecular “wires”, switches, and rectifiers. The yields of these
devices are typically only∼1%, and reliable assembly of
molecules and deposition of electrodes is required in the near
term, to gain understanding of the behavior of molecular devices,
and in the long term, for practical application of molecular
devices.

Most recent measurements (except for (5) above) have been
for two-electrode systems. A crucial stumbling block for
molecular electronics is that power gain (i.e., amplification) must
be demonstrated in some device before the array of molecular
electronic components is considered to be sufficient for serious
assembly and circuit design. A great experimental challenge,
at present under development by several laboratories simulta-
neously, is the construction of three- or four-metal electrodes,
or points, or shards, which are within 1 to 2 nm of each other.
Approaches include complicated break junctions; burning nar-
row interconnects by bursts of electrical power or by allowing
strands of conducting polymers to grow between slightly larger
gaps in metal electrodes, or using carbon nanotubes. When such
electrode systems become available, then one can hope to think
of bridging the gap between them by a novel single molecule
whose constituents are such that power gain is obtained from
such a device. Fabricating such electrodes and synthesizing the
“right” molecule to direct its assembly within the gap are
important challenges.

When is a contact ohmic? How does one make an ohmic
contact between an inorganic metal and an organic molecule?
Making contact to molecules means contacting metal electrodes
without damaging the molecule; an interesting new method is
the “cold gold” method.151,152At one extreme, if the metal probe
is too far, then one has a tunneling gap, not an ohmic contact.
At the other extreme, if the metal probe is too close, then the
molecules must be compressed, and the energy levels of the
molecules will be greatly modified by the contact. When the
metal probe is at the “right” distance, then the series resistance
between the metal electrode(s) and the molecule may be at a
minimum. One might use nanopositioners (piezo drives) to find
empirically when the contact resistance is minimized or when
the resistance is small and there is no spectroscopic evidence
of damage to the molecule. Alternatively, the contact problem
can be addressed chemically, by incorporating into the molecule
a functional group designed to bind the metal electrode as
discussed above.

4.3.4. How Much Potential Can a Monolayer Withstand?
The breakdown potential of dry air is about 30 000 V per cm,
or 3× 106 V/m. What is surprising is that potentials much larger
than this are experienced by molecules in scanning tunneling
microscope experiments (1 V/2 nm)) 5 × 108 V/m. Mono-
layers sandwiched between electrodes 2.5 nm apart of diameter
0.2 to 0.5 mm2 can withstand between 2 V100 and even 5 V,151

which corresponds to a maximum of 2× 109 V/m. This
resistance to breakdown in monolayers is remarkable, but
deserves careful further study.

5. Architectures for Energy Conversion

Conversion and storage of solar energy requires efficient
photon capture, charge separation and transport, and, finally,
efficient utilization or storage by chemical or electrochemical
means. The high surface area of nanostructures can immensely
enhance light-collection efficiency. Efficiencies of catalytic
sequences used for utilization and storage are enhanced by the
high surface area, as well. Thus there is the expectation that
nanoscale systems can advance solar photoconversion and that
advances in the understanding of the relevant charge transfers
and the strongly related energy transfersprocess to energy
conversion will be central to this progress. As discussed in
section 1, the nanostructures include molecular wires, nanopar-
ticles, both of semiconductor and metal, nanotubes, electrodes,
and the connectors that attach these objects to create larger
structures. Other motifs, such as filled zeolites, aerogels,
dendrites, and layered polymers, also offer enormous potential
for accomplishment of useful chemical functions. Some simple
assemblies are illustrated in Figure 5.1

This section addresses our current utilization and understand-
ing of nanostructures and their complex assemblies in light
harvesting (5.1), light-induced charge transport (5.2), and charge
storage in advanced conductive aerogels (5.3).

5.1. Nanoscale Energy Transfer, Charge Transfer, and
Energy Conversion in Molecular Assemblies.During the past
50 years, much has been learned about the factors that control
energy transfer in molecular systems. The primary mechanisms
for energy transfer in molecular systems are Fo¨rster dipole-
dipole coupling166 and Dexter exchange transfer.167

More recently the focus has turned to the study of energy
transfer processes in supramolecular structures consisting of
covalently or noncovalently bound assemblies of two or more
individual molecular chromophores (Figure 5.2).168Much of this
work has been inspired by the natural photosynthetic apparatus
in which a large number of individual light-absorbing chro-
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mophores that are assembled on a 10-20 nm length scale by a
protein scaffold are able to efficiently harvest optical energy
and transfer it to a reaction center where the optical energy is
stored as electrical potential.169,170

Some of the noteworthy supramolecular assemblies that
mimic the light harvesting function of the natural photosynthetic
apparatus consist of arrays of porphyrin-type chromophores.
Early work in this area utilized assemblies of two or three
porphyrins,171 but, more recently, examples have appeared in
which structures are well-defined at the molecular level and
contain as many as 20 individual porphyrin chromophores
(Figure 5.3).172,173 These assemblies have dimensions on the
10-nm length scale, and they have been investigated using a
number of optical methods to establish the mechanism and
pathways for energy transport and migration among the
individual chromophoric units.174

Another approach to construction of supramolecular light
harvesting arrays is the synthesis of dendrimers containing many
individual chromophores that efficiently transfer their energy
to a single low-energy chromophore.175-177 The spherical shape
of the dendrimers is believed to be optimal for energy transfer;
however, the trap site is usually in the core, which may limit
its accessibility to engage in chemical processes. Polymers
containing pendant chromophores can also serve as light-
harvesting arrays that operate with reasonable efficiency.178-180

Self-assembly provides another route into nanoscale as-
semblies that can carry out the energy transfer and conversion.
A number of recent examples consist of chromophoric units
self-assembled by hydrogen-bond formation or electrostatic and/
or solvophobic interactions (Figure 5.4).176,181-185

Conjugated polymers can very efficiently transfer energy over
distances as large as 50-100 nm. For example, near-field optical
scanning microscopy has been used to demonstrate that singlet
excitons can diffuse over length scales as large as 50 nm in
thin films consisting of MEH-PPV.186 A related phenomenon
is “amplified quenching” of conjugated polymers.187-189 In this
process a single electron or energy acceptor quenches the singlet
exciton located on an entire conjugated polymer chain compris-
ing more than 1000 individual monomer repeat units. The key
step in this process is believed to be ultrafast exciton diffusion
along the polymer chain.188,189Although it is possible that the

Figure 5.1. Simple assemblies of elementary nanoobjects: A wire
connecting two electrodes, a wire connected to a metal or semiconductor
(SC) nanoparticle, two particles connected by a molecular connector,
metallized semiconductor particles, and a collection of nanoparticles
held together by sintering or by van der Waals forces.

Figure 5.2. A synthetic light-harvesting array. (Reprinted with
permission fromJ. Am. Chem. Soc.1999, 121, 8604-8614. Copyright
1999, American Chemical Society.)

Figure 5.3. Supramolecular assembly consisting of 21 tetrarylporphyrin
units. (a) Space-filling model of molecule. (b) High-resolution STM
image of molecules on a Cu(111) surface. (Reprinted fromChem. Lett.
1999, 1193-1194.)
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mechanism involves one or more Fo¨rster transfer steps, the
details of the process have yet to be worked out.

The process of exciton diffusion in conjugated polymers is
closely related to the mechanism of exciton diffusion in dye
aggregates, a phenomenon that has been known for many years
because of the importance of dye aggregates to silver halide
photography.190 Kuhn and co-workers demonstrated long-range
exciton diffusion in J-aggregates formed in Langmuir-Blodgett
films containing cyanine dyes.191 Very recently, Whitten and
co-workers demonstrated exciton diffusion over 50 nm in
J-aggregates formed in polymers containing pendant cyanine
dyes.192 The diffusion lengths are even greater (up to 200 nm)
when the dye aggregates are templated on nanoscale colloidal
clay particles. Another interesting example of energy transport
and transduction over nm length scale is in assemblies of dyes
loaded into nanometer-sized zeolite particles. The dyes are
constrained so they are unable to form aggregates, yet efficient
exciton diffusion occurs over> 300 nm.193

Oligomers or polymers that may serve as molecular wires
have been created and investigated for use in molecular
electronics.5,8,12,45,117,194-199 Such wires could also serve as aids
to efficient solar energy conversion and storage. Good nanoscale
molecular wires must be excellent charge carriers, even at very
long lengths, while satisfying the somewhat contradictory
requirement that their energetics not change drastically with
length. They should be reasonably immune to the effects of
stray charges or other impurities; a requirement that will place
more stringent demands on molecular design as the wires
become longer. For use in energy production they should have
energy levels appropriate to accept charges from viable donors,
which may be molecules, assemblies of molecules, or semi-
conductors, or nanoparticles in their ground or excited states.
They must be reasonably durable and readily produced. The
durability requirement is a substantial hurdle for electronics
applications, where, if current devices are used, substantial
currents must be maintained for long periods of time. For
transferring charges created by sunlight, currents are likely to
be low in each wire. It is therefore possible to imagine that
molecular wires, first developed for electronics, could find as
much or more use in energy conversion.

Low solar fluxes could be imagined to imply little need for
very fast charge transport. However fast transport is desirable
in order to prevent charge recombination and to prevent high-
energy charges from reacting with oxygen or other impurities.
There are few measurements of the time scales for charge
transport in molecular wires, so this is a research need. One of
the major challenges of the next few decades will be to develop
tools and methods to extrapolate the fundamental processes of
molecular electron and energy transfer into supramolecular
assemblies having dimensions>100 nm. An approach to
fabricating materials that can transfer and transduce energy on
length scales of 100 nm or longer will be to use supramolecular
building blocks such as those described above to create
nanoscale assemblies. One example of this approach is the
fabrication of layer-by-layer films consisting of conjugated
polyelectrolytes.200 With this approach it is possible to fabricate
films consisting of many individual bilayers. Access to variable
band gap conjugated polyelectrolytes will allow the fabrication
of films having thickness of>100 nm that contain an energy
gradient to drive the excitation to a selected film interface.
Nanostructured layered materials of this type can also be
fabricated by spin-coating or Langmuir-Blodgett deposition
techniques.201,202

One can also envision the design of molecular wires that can
rapidly direct energy (or charge) in one direction. For example,
construction of a di- or tri-block conjugated polymer consisting
of blocks of variable band gap could be used to separate charge
at the junction between the blocks (Figure 5.5, top) or to channel
excitation energy in one direction (Figure 5.5, bottom). Some
examples of block conjugated polymers are already known.203-206

Another advantage of using block copolymers is their propensity
to self-organize into well-defined nanoscale phase-segregated
morphologies in the solid state.207,208Such materials can be used
to self-assemble nanoscale composites that contain light harvest-
ing polymers and metal or semiconductor particles which add
functionality such as catalysis.209,210

5.2. Nanostructured Photovoltaic Cells.Photoelectrochemi-
cal cells based on dye-sensitized nanocrystalline TiO2 have been
known for over a decade.211,212Because of the very high surface
area of the nanocrystalline support, relatively thin films of the

Figure 5.4. Self-assembled light harvesting arrays. (Reprinted with permission fromJ. Org. Chem.2001, 66, 6513-6522 andJ. Org. Chem.2001,
66, 4973-4988. Copyright 2001, American Chemical Society.)
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dye sensitizer effectively harvest most of the incident light at
wavelengths absorbed by the dyes. Much effort has been
expended to optimize the efficiency of these cells and to
understand the fundamental mechanisms for their operation.213

Solar-to-electrical energy conversion efficiencies approaching
11% have been achieved. While there has been considerable
enthusiasm for this technology, more work is required to
increase the efficiency of the dye-sensitized cells before
widespread application becomes economical.

There has also been a substantial increase in the efficiency
of photovoltaic cells based on organic materials.214,215In most
cases, enhanced efficiencies have been achieved by creating
nanostructured heterojunctions, which result in interpenetration
of the donor and acceptor materials.216,217The nanoscale phase-
segregated morphology overcomes a principal problem with the
earlier devices based on “flat” heterojunctions, i.e., the large
distance that excitons must diffuse to arrive at the donor-
acceptor junction. It is likely that further increases in the
efficiency of organic photovoltaics will arise from the develop-
ment of nanostructured materials that control the diffusion of
excitons and charge carriers within the active material.

5.2.1. Inorganic-Organic Hybrid Structures for Light Energy
ConVersion and Storage.Nanoscale materials are important
in developing a new generation of electronic and optical
nanodevices.75,218-222 Of particular interest are the semiconduc-
tor and noble metal nanoclusters which display size-dependent
optical, electronic, and chemical properties (see for example,
refs 18 and 223-231). It is a challenge for chemists to exploit
these unique properties in systems that carry out photochemical
conversion and storage of light energy. Despite the breakthrough
represented by demonstration that nanostructured semiconduc-
tor-based photochemical solar cells can operate with power
conversion efficiencies of 10-11%,213 barriers remain toward
improving the overall photoconversion efficiency. New strate-
gies that exploit the architecture of metal-fluorophore nano-
assemblies, as well as metal-semiconductor semiconductor-
semiconductor composite structures, have to be designed to
achieve efficient charge separation and transport of charge
carriers. The key to creation of these hybrid structures is to
understand the chemistry at a fundamental level. Elucidation
of the excited-state interactions with semiconductor and metal
nanoparticles will continue to be a major research topic in the
coming years.

5.2.2. Interaction of Semiconductor and Metal Nanoparticles
with Organic Molecules.Assembling nanoparticles as spatially
well-defined arrays is crucial in retaining the electronic proper-
ties of individual particles. While it is beneficial to obtain robust
architectures for light-harvesting applications, close packing of
metal and semiconductor nanoparticles will cause aggregation
effects. For example, a red shift in the plasmon absorption is
seen when metal nanoparticles undergo aggregation.232-235 It
should be possible to maintain the spatial distance in 3-D
assemblies by binding these nanoparticles with suitable organic
molecules (e.g., alkane thiols). The distance separating the
adjacent nanoparticles would then be determined by the length
of the alkyl chain. If, on the other hand, photoactive molecules
are chemically bound to the semiconductor or metal surface
via a functional end group such as-SH or-NR2, it can serve
the dual purpose of spatial distribution as well as absorption of
incident photons. A layer-by-layer assembly of functionalized
nanoparticles and redox couples can also provide the desired
architecture to obtain a 3-D array on an electrode surface.
Significant efforts have been made to synthesize quantum dots
of semiconductor nanoparticles with narrow size distributions.
Steigerwald et al.236,237 synthesized nanometer sized CdSe
clusters using organometallic reagents in inverse micellar
solution followed by chemical modification of the surface of
the clusters. Later the trioctylphosphine oxide (TOPO) method238

was developed to synthesize size-controlled CdSe nanocrystal-
lites of the highest monodispersity (standard deviation less than
5%). Capping CdSe colloids formed at high temperature (300
°C) with TOPO stabilizes the particles against further growth.
Capping with a large band gap semiconductor such as ZnS
enhances the radiative recombination of photogenerated charge
carriers. Although this method has been widely adopted for
synthesis of quantum dots having narrow absorption and
emission bands in the entire visible range, a simplified method
of preparing such colloids under ambient conditions remains
to be developed. The organic capping material usually controls
the nature of surface states and hence excited-state dynamics.
For particles of less than 2 nm, the majority of the atoms are at
the surface and so are in contact with the adjacent organic layer.

Although most published reports focus on the synthesis
of organic capped gold nanoparticles, limited effort has been
made to understand the mode of interaction of metal nano-
particles with organic capping agents and solvents.239 Nuclear
magnetic resonance (NMR)240-244 and surface enhanced Raman
scattering (SERS),245,246as well as the spectroscopies described
in section 3, are useful techniques to probe the surface-induced
structural distortion of the molecular geometry and nano-
particle-molecule bonding sites and binding strength. Because
of the photocatalytic activity of semiconductor colloids, one has
to look into the photostability issues of capping agents.247 A

Figure 5.5. Schematic diagram of a diblock copolymer comprising
conjugated polymer blocks of different band gap. CB and VB represent,
respectively, the energy levels of the conduction and valence bands of
the polymers. Arrows indicate the expected drift of photogenerated
electrons (e-) and holes (h+). EET ) electronic energy transfer.

Figure 5.6. Examples of organic-capped semiconductor and metal
nanoparticles.
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recent study has pointed out the instability of hydrophilic thiol-
capped CdSe colloids.248

5.2.3. Photoinduced Charge Separation in Semiconductor-
Sensitizer and Metal Particle-Sensitizer Nanoassemblies.The
possibility of tailoring semiconductor or metal nanoparticle
surfaces with organic molecules has generated overwhelming
interest in the design of light harvesting nanoassemblies.
Moreover, metal nanoparticles are excellent building blocks for
inorganic-organic hybrid structures that can be tailored to carry
out multifunctional tasks- from light energy harvesting to
charge storage and delivery.

The sensitizing dyes bound to semiconductor nanoparticles
participate in interfacial charge transfer under photoexcitation
(Figure 5.7). The efficiency of charge separation can be greatly
improved by employing surface modifiers, composite systems,
and sacrificial donors/acceptors. One collective way to utilize
these photoinduced charges in semiconductor nanoclusters is
to assemble them on a conducting surface in the form of thin
films. The photogenerated charges in these semiconductor
nanoclusters can then be utilized collectively to generate
photocurrent or carry out selective redox processes.

The scope of ultrafast transient absorption spectroscopy for
probing excited-state interactions on semiconductor surfaces
needs to be extended to the single-particle level so that we can
gain a better understanding of the photosensitization phenom-
enon at the single particle level. The heterogeneity observed in
charge-transfer rate constants needs to be understood based on
morphology, particle dispersity, and electronic coupling between
the sensitizing dye and the semiconductor.

Earlier studies have shown that photoactive molecules bound
to a bulk metal surface are inactive when exposed to light.249-252

Both energy-transfer and electron-transfer processes are con-
sidered to be the major deactivation pathways for the excited
fluorophore on metal surfaces.253,254Although similar quenching
of excited states in nanoparticle systems has been noted in a
few studies, no major effort has yet been made to elucidate the
excited-state deactivation processes of a surface-bound fluoro-
phore in nanostructures. The nature of the charge-transfer
interaction of fluorophores with the gold surface dictates the
pathways via which the excited state deactivates.239,255-258

Exploring ways to utilize these photoactive metal-sensitizer
nanoassemblies for light energy conversion offers a challenge
for the coming years.

As for molecular electronics applications, photocatalytic
processes such as oxidation of the thiol ligands on the surface
of nanoparticles and/or passivation of the nanoparticles them-

selves need to be understood fully before implementing them
for long-term applications. Gold nanoparticles capped with
organic molecules are able to retain the charge when subjected
to an electric field.75,259Control of gold nanoparticle charging
thus becomes an important factor if one is interested in
modulating the interaction between the gold nanocore and a
surface-bound fluorophore (Figure 5.8). Understanding the
properties of a surface-bound molecule can provide valuable
information concerning the charge transfer interactions as well
as the microenvironment near the metal nanocore. If indeed the
gold particles act as electron acceptors, it should be possible to
modulate the electron transfer quenching of the excited fluo-
rophore by charging the gold nanoparticle at an electrode
surface. While the collective charging effects in organic-capped
gold nanoparticles can be monitored from the shift of plasmon
band to lower energies,260 surface bound fluorophores can
provide useful information on the mechanism and kinetics of
the charge-transfer events. Furthermore, the newly developed
electronic force microscopy (EFM) could be used to monitor
charging effects on individual particles.261

5.2.4. Semiconductor-Metal Composites.The functional
properties of nanomaterials can be greatly improved by capping
the semiconductor or metal nanocluster with another layer of
compatible material. Such core-shell geometry not only
improves the stability of the nanoparticles but also expands
the scope of composite nanoclusters in a wide array of
applications such as luminescent displays, microelectronics,
photochemical solar cells, sensors, and memory devices.262-265

Some examples of core-shell type nanomaterials include
semiconductor-semiconductor,266-270semiconductor-metal,271

metal-semiconductor,272-274 metal-metal,275-278 and metal-
metal oxide252,279-281 systems.

One of the major goals behind designing semiconductor-
metal composite nanoparticles is to improve the charge recti-
fication and to improve the interfacial charge-transfer kinetics
(Figure 5.9). The storing and shuttling of electrons by gold
nanoparticles has been demonstrated by monitoring molecule-
like charging effects75,259 and Fermi-level equilibration with
semiconductor nanostructures.282-284 A thermally activated
electron hopping from one gold particle to another has been
proposed as a possible way of conducting charge through
nanostructured gold films.285The mechanism of charge transport
at the semiconductor-metal interface as well as charge recti-
fication still remains an intriguing issue and needs to be explored
further. Probing the charging effects in composite particles using
single-molecule spectroscopy techniques and or EFM techniques
will provide a better understanding of the interfacial events.

Figure 5.7. Dye sensitization of semiconductor nanostructures is the
primary photochemical event in a photochemical solar cell.

Figure 5.8. Control of charging of gold nanoparticle will enable
modulation of fluorophore properties.
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Semiconductor-metal nanocomposite particles have been
found useful in improving the efficiency of photocatalytic and
photoelectrochemical conversion of light energy (see, for
example, ref 284 and references therein). Photogenerated holes
in semiconductor materials such as TiO2 are strong oxidants
and are capable of oxidizing metals such as Au at the
semiconductor interface. Such oxidation events in composite
films will not only disrupt the TiO2-metal interface but will
also create new electron-hole recombination centers. The
contribution of these recombination centers is likely to be
counterproductive for photoelectrochemical and photocatalytic
operation. Questions remain regarding the identity of oxidized
metal ions and their role in altering the energetics of the
semiconductor. EXAFS studies can provide insight into the
neighboring atoms as well as the oxidation state of the
intercalated metal ions. Whereas modification of the semicon-
ductor surface with metal nanoparticles promotes interfacial
charge transfer, it is important to tackle the problems associated
with metal oxidation at the semiconductor-metal interface.

5.2.5. Light HarVesting Nanoassemblies.Exploring ways to
improve photoinduced charge separation in donor-acceptor type
dyads and triads by binding them to metal nanostructures and/
or semiconductor composites will aid in mimicking artificial
photosynthesis with improved efficiency. Fundamental under-
standing of the dynamics and kinetics of the electron-transfer
process will allow us to optimize design strategies for such units.
The basic role of the gold nanoparticle will be to promote charge
separation and shuttle photogenerated electrons from a fluoro-
phore or from a donor-acceptor dyad assembly to a collecting
surface. Based on a similar concept, efforts have recently been
made to fabricate devices using a fluorescein photoreceptor on
an Au/TiO2/Ti multilayer structure.286

By anchoring a redox moiety along with the fluorophore
molecule, it should be possible to achieve photoinduced charge
separation in these molecular-metal nanoparticle assemblies
(Figure 5.10). Anchoring a donor-acceptor dyad (e.g., C60-
aniline dyad or Ru(bpy)3

2+-viologen dyad with a-SH
functional group) on the gold surface can further advance the
concept of achieving charge separation in these photoactive
nanoassemblies. The fullerene-aniline dyad in Figure 5.10
illustrates the principle of this concept. This dyad has been
shown to undergo efficient charge separation and to produce
photocurrent in a photoelectrochemical cell.287 By choosing a
proper linker group it should be possible to systematically

investigate the distance dependent electron/energy transfer
processes between the metal nanoparticle and fluorophore.

5.3. Designing Three-Dimensional Pore-Solid Architec-
tures as Advanced Electrochemical Materials for Charge
Storage and Energy Conversion.Disordered and amorphous
materials are critical components in numerous technologies of
societal and military importance. Examples of such materials,
in which charge transport is required for the technological end
use, include amorphous semiconductors (for photovoltaics or
electrophotographic imaging); superconducting cuprates and
magnetoresistive manganates whose properties derive from
localized defects (for motors and ferroelectrics, respectively);
and insertion solids such as carbon and metal oxides or -hydrides
(for electrochemical power storage).288 In particular, it has
recently been recognized that nanoscale, poorly crystalline,
charge-insertion solids function as high-performance materials
in power sources289 such as lithium-ion batteries,290-295 direct
methanol fuel cells (DMFCs),296 and reformate-fed fuel
cells.297-299 The difficulty of analytical and physicochemical
characterization of disordered-to-amorphous materials is further
compounded when the materials and phases are nanoscopic.

5.3.1. Importance of Irregular/Nonperiodic Architectures.As
an example of the pervasiveness of the disordered realm,
surfaces are actually nanoscale, often highly disordered, domains
that differ from the underlying bulk and dictate many of the
technologically most relevant catalytic, optical, or electrical
properties of the solid. In that the electrified interface mediates
the properties and performance of all electrochemical power
sources, understanding the nature of the surface, dependently
and independently of bulk properties, has been a long-pursued
goal of electrochemical surface science.300 Because our experi-
mental bias lies toward synthesizing and characterizing ordered
materials, the physical and chemical nature of the most
technologically relevant states are often poorly understood,
especially when they are present only at a surface, under as-
used conditions, or as nanoscale nonorder amidst ordered
bulk.288,301

Conventional X-ray diffraction, and other traditional tech-
niques used to determine the structure of materials, may be the
place to start when characterizing any new material, but it is
not the place to finish when working with charge-insertion
nanomaterials of interest in batteries, supercapacitors, ultra-
capacitors, electrochromics, photovoltaics, fuel cells, and elec-
trocatalysis. Even with averaging spectroscopic techniques,

Figure 5.9. Interfacial charge-transfer processes in a metal-
semiconductor nanoparticle.

Figure 5.10. Assembling nanoparticles and molecules for light
harvesting applications. Au-fullerene-aniline dyad assembly (bottom)
illustrates the principle of photoinduced electron transfer and collection
of electrons at gold nanocore.
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which are thought to provide reliable information on nanoma-
terials because such materials and objects have a large surface-
to-volume ratio (a 2-nm Au particle has 63% of its atoms on
the surface), evidence is accumulating that interior vs. interface/
surface still matters for nanomaterials.302-304

As an example of the need to understand heterogeneity and
disorder even in nanometer-scale solids, Scheme 1 illustrates a
spectrum of properties for RuO2 as disorder creeps into order.
Single-crystal RuO2 is a metallic conductor with a conductivity
approaching 105 S/cm.305 The anhydrous, polycrystalline form
retains good electronic conductivity (∼102 S/cm) and finds use
in thick-film resistors and as thin-film barrier layers to prevent
oxygen diffusion between silicon and the ferroelectric oxide in
DRAM capacitors.306,307When the surface of RuO2 polycrys-
talline films is made defective and becomes hydrous, the
electronic properties remain dominated by the polycrystalline
bulk, but the surface becomes catalytically active and can store
electron and proton charge in the damaged surface layer.308 Low
temperature, sol-gel preparations produce bulk, highly disor-
dered hydrous ruthenium oxide (RuO2‚xH2O or RuOxHy), which
stores electron and proton charge as a (nonlinear) function of
the amount of structural water; an optimal storage of 720 F/g
(F, capacitance) occurs for RuO2‚0.5 H2O (high-surface-area
carbon supercapacitors store<100 F/g309). When platinized,
RuOxHy has recently been shown to be a more active catalytic
state for direct methanol oxidation than the current best DMFC
catalyst PtRu bimetallic alloy.296,310

As Scheme 1 indicates, when charge transport in a metal
oxide is predominantly electronic (i.e., the charge carrier is an
electron) rather than electrical in nature (i.e., mixed electron
plus ion or ion-only transport), the critical structure-property
predictor is crystalline structure;and the absence of disorder.
For RuO2, catalytic and charge/energy storage properties are
enhanced when proton conductivity arises and the physico-
chemical disorder at the surface or in the bulk increases. Metallic
conductivity in hydrous ruthenium oxide persists even when
long-range order, as determined by conventional X-ray diffrac-
tion, is absent (even to compositions of RuO2‚xH2O, where
x g 2). When high-surface area RuO2‚∼2H2O (>50 m2/g) is
dehydrated by heating in air, diffraction lines characteristic of
the rutile habit only appear once the mole fraction of H2O drops
to x ∼ 0.3, at which point the charge-storage capacity of the
solid drops from 720 F/g (x ) 0.5) to 530 F/g.311

The local structure of RuO2‚xH2O, as determined by EXAFS
(extended X-ray absorption fine structure), indicates that the
bond distances in the RuO6 octahedra of RuO2‚∼2H2O are
highly distorted from those that characterize the rutile structure

(see Figure 5.11a).312 But EXAFS is an averaging structural
technique, which can mask the true nature of this and other
charge-transport materials, even on the nanoscale. When a
medium-range structural analysis is performed on this family
of materials, using atomic-pair density functional analysis of
high energy X-ray diffraction patterns, the reason for retention
of metallic conductivity (even in RuO2‚∼2H2O) becomes
apparent: nanocrystalline RuO2 persists at a volume fraction
sufficient for a percolation path for electrons.313,314In essence,
RuO2‚xH2O innately forms a bifunctional nanocomposite (Figure
5.11b) in which the types of carriers that transport charge are
determined by the composition of the nanocomposite: an
electron nanocrystalline wire (which becomes the majority
volume fraction as RuO2‚xH2O is dehydrated) is always present,
while protons are transported only in the disordered hydrous
phase. With the structure-property insight made possible by
determining the medium-range structure of RuO2‚xH2O, the
nature of mixed conduction in this technologically important
charge-insertion oxide, and perhaps other charge-insertion oxides
and materials, offers a new design strategy to optimize the
properties of materials that are functionally, physically, and
chemically heterogeneous, rather than compositionally and
structurally uniform.

Determining medium-range structure is critical to understand-
ing properties of disordered materials, disordered components
within ordered materials, and disordered interfaces, but the
current state-of-the-art requires intensive instrumentation: (1)
variable coherence or fluctuation microscopy;315,316(2) pulsed,
inelastic, wide or small angle, anomalous diffraction and
scattering techniques that use X-ray or neutron sources;317-320

and (3) high-field magnetic resonance spectroscopy.318,321

Pragmatic drawbacks to these approaches as routine structure
determinants (unlike the manner in which conventional XRD
is widely available and routine) include the likely prerequisite
of a regional instrumentation facility; high-energy (>20 keV
synchrotron-derived) X-rays; nonthermal neutrons; high-voltage
electron microscopes or high-field resonance spectrometers; the
amount or form of sample necessary for the analysis (grams
worth of nanoparticles for some of the scattering and diffraction
approaches; transmissive films or powders for electron micros-
copy); high vacuum for the microscopy approaches (which may
not serve to establish the innate nature of the nanomaterial);
and the difficulty of data analysis because the structural
assignments are coupled to intricate modeling.

If disorder or amorphousness is a desired state for a functional
material (or phase within it) in applications requiring charge
transport, the challenge then becomes how to maintain the

SCHEME 1: Ruthenium DioxidesAn Example of the Spectrum of Properties for One Metal Oxide as Disorder Creeps
into Order
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desired local structure in the face of thermodynamic forces
inherent to the application. In technologies dependent on charge
transport, such driving forces would include the operating
temperatures of a fuel cell; electron-volts (eV) of stored (and
cycled) energy in a battery; and harvesting several eV of
photonic energy in a solar cell. Conversely, the functional
material may exhibit greater performance tolerance under
operating conditions because highly disordered materials have
a manifold of physically possible but energetically similar
structures, rather than a unique structure.322

5.3.2. Importance of Nothing in Nanoarchitectures.Nothing-
free volume-is important in many charge-transfer situations
because reacting species or solvating molecules or mobile ions
(or all three) must be transported to and from the reaction site,
whether that site is another molecule or an electrified interface
or a fabricated nanoscopic feature. As the rules of charge
transport on the nanoscale are explored and discerned, optimized
charge-transport performance on the nanoscale will be realized
by fabricating supramolecular hierarchies, nanostructured ma-
terials, or nanoarchitectures for specific applications. A case is
being made that the performance and rate of electrochemical
processes improve when the “nothing” (i.e., porosity) is
incorporated at the design stage in order to integrate effective
paths for mass transport to (and away from) the nanostructured
electroactive material.295,323,324Examples of such preplanned
pore-solid architectural design of electrochemical materials

include membrane-templated materials,325aerogels,290,295 and
lyotropically templated metals and metal oxides.326 Schematic
representations of these architectures, which contain nanostruc-
tured solid and 2-, 3-, or 1-dimensional nanostructured porosity,
respectively, are shown in Figure 5.12.

When disorder and nanoarchitecture intersect, recent literature
indicates that charge-insertion stoichiometries, rates of charge-
discharge, and electrochromic efficiencies are greater than those
obtained for the crystalline, dense materials.327 The Li-to-V2O5

stoichiometry increases to>4 for sol-gel-derived V2O5‚xH2O,
as processed to yield minimal collapse of the pore network
(thereby forming an aerogel or ambigel), while dense, poly-
crystalline V2O5 stores at most one Li per V2O5.291,292 The
mechanism(s) by which the ultraporous V2O5‚xH2O nanoarchi-
tectures store the extra charge are under discussion,290,295but
the number density and nature of the defects may play a critical
role in the increased charge storage available with V2O5

aerogels.
Recent evidence supports the role of lattice defects on Li-

ion capacity in even micrometer-sized crystallites of V2O5.
Deliberate atmosphere/temperature treatments to induce anion
defects lowered the Li ion capacity (relative to the as-received
V2O5 powder), while treatment to induce proton-stabilized cation
defects increased the Li-ion capacity by 23%.328 Changes in
the long-range order of either the anion-defective or the proton-
stabilized, cation-defective V2O5 were not apparent by conven-

Figure 5.11. Structure and charge-transport properties of high-surface-area RuO2 and the magnitude of charge stored in the oxide (pseudocapacitance)
are all correlated, but the structure modeled for RuO2‚xH2O once long-range order is lost depends on whether the spectroscopy is sensitive to
averaged local structure (a) or medium-range structure (b).
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tional XRD;328 medium-range structural analysis should offer
some insight into these systems as well. Approaches to nano-
materials that invoke soft chemistry, control of disorder, and
deliberate design of pore-solid architectures offer exciting new
ways to improve the performance of charge-transporting materi-
als of technological importance. Along the way, new insights
into charge transfer on the nanoscale are inevitable.

As the examples above indicate, the physicochemical database
and intuition that we bring to the study of charge-transporting
nanomaterials, from our historical understanding of macroscopic
(or ordered or homogeneous) materials, often needs realignment
on the nanometer scale. Recent computational and calorimetric
studies of nanoscale oxides and oxyhydroxides indicate that
energy differences between polymorphs are small on the
nanoscale and that a polymorph or phase transition characteristic
on the macroscale is not necessarily the dominant form or
process on the nanoscale.329-331 Expecting quantum dots or
nanowires to retain the stability inherent to the constituent
compounds or metal (even noble metals) can thwart the effort
invested to fabricate such nanostructured materials. Practical
stability usually requires environmental “hardening” (such as
using capping ligands or passive layers) to avoid surface
chemistry dominated by reactions with water or oxygen that
prove deleterious to the desired properties of the nanostructured
material. When stability in air and water is necessary for charge
transport, wiring a nanoarchitecture with an electron- or mixed
conducting metal oxide provides one means to do so, as seen
for a silica aerogel internally wired with 4-nm-wide laths of
crystalline RuO2; this 3-D nanowire provides electronic con-
ductivity, even in water, and without sacrificing internal surface
area or porosity.332

The following areas will need to make advances singly and
in concert to improve our understanding and optimized use of
disordered materials: (1) computational and combinatorial
exploration with respect to how disordered chemical composition
and physical structure may be stabilized (or pinned); (2) soft,
low-temperature chemical approaches (chimie douce) that
synthesize disorder to match (or prod) theory and modeling;
and (3) greater imagination in how our experimental tools are
used to characterize partial disorder to total amorphousness in
the solid state. An honored philosophy of glass science (and
glass is perhaps the ultimate in technologically important
disordered materials) states that to stabilize a composition
chemically, add more ingredients.332 With that philosophy in
mind, the need is apparent for a combinatorial/computational
approach in order to direct the choice of compositional phase

space to explore as new nanomaterials are designed and
synthesized and new nanoarchitectures are fabricated.

6. Summary and General Needs

The breadth of assemblies of nanosized objects that have been
and can be created is remarkable and their potential impact for
basic science and for applications is very great. There will be
needs, and therefore challenges. Prominent will be connections
and structure. For many of the assemblies discussed here,
chemical and physical connectors are needed to guide objects
into alignment and then hold them together. Some connectors,
like the gold-thiol bond, are widely used yet still far from well
understood. Many other connectors are needed but not yet
invented and are therefore wholly unknown. Research into
connectors will be important and essential.

Nanoscience will also demand new developments in tech-
niques for determination of structure. A strength of nanostruc-
tures is their capacity for elaboration and complexity, but a
consequence is the need for new way to characterize them. The
challenges are very great when disorder is intentionally intro-
duced. Chemistry can progress in an Edisonian manner, but
certainly the greatest and most satisfying advances have come
through knowledge of molecular structure and insights from
principles based on that knowledge. Nanoscience is developing
with a host of new techniques in microscopy. These and more
will be needed to know the structures of the amazing objects
sure to be created.
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Figure 5.12. Representations of three types of pore-solid architectures providing improved electron turnover (charge-discharge rates in batteries
or moles of fuels oxidized per gram of electrocatalyst in fuel-cell electrodes). Left-to-right: membrane-templated lithium-ion insertion electrodes
[adapted from http://www.chem.ufl.edu/∼crmartin/]; metal oxide aerogels or electron-wired composite aerogels [adapted from ref 295]; and
lyotropically templated porous metals [Ni-coated silica; adapted from ref 326].
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Appendix A. Notation and Conversions

ket first-order electron-transfer rate constant, s-1

HDA electronic coupling between the donor and acceptor sites

λ nuclear reorganization parameter

h Planck’s constant, 3.91× 10-15 eV-s/molecule,
6.26× 10-34 J-s/mol

kB Boltzmann constant, 1.43× 10-25 eV/K-molecule

∆G° standard free-energy change for the electron transfer

â attenuation factor for electronic coupling with distance

FM effective density of electronic states in a metal electrode
at the Fermi level

Eapp applied potential (EF ) -Eappe)

E° reduction potential of the redox species

ε energy of a particular electrode level relative to the Fermi
level of the electrode

EF energy of the Fermi level

e elementary charge 1.60× 10-19 C/proton;
-1.60× 10-19 C/electron

energy
conversions

1 eV ) 1.60× 10-19 J

F Faraday, 9.65× 104 C/mol

C Coulomb, one ampere-s, A-s; 6.24× 1018 electrons/C

f(ε) Fermi-Dirac distribution of occupied states in the metal
f(ε) ) 1/[1 + exp(ε/kBT)]

g conductance, reciprocal of resistanceΩ-1, (C2/J-s);
quantum per mode is 2e2/h ) (12.8 k Ω)-1

T electron transmission coefficient

T transfer matrix

Landauer
formula

g ) (2e2/h)T(EF); relates the linear conductanceg of a
contact-(molecular bridge)-contact system to the elec-
tron transmission coefficientT

I current

R resistance

Ω ohm

S Siemens, unit of conductance,Ω-1

Ohmic
behavior

behavior described by Ohm’s law:V ) IR, typically
exhibited by metals, but also observable for molecular
contacts provided the voltage range probed is suf-
ficiently small

FCWD Franck-Condon-weighted density of states

NDR negative differential resistanceR, where 1/R ) dI/dV
becomes negative for some restricted range of V

STM scanning tunneling microscopy

AFM atomic force microscopy

EFM electronic force microscopy

SPM scanning probe microscopy (general term)

D-B-A donor-bridge-acceptor assembly

QCA quantum dot cellular automata

F Farad, unit of capacitance
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