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The programming problem for exascale machines is similar to that faced
by petascale or even terascale programming. Problems of climate modeling,
computational biology, code breaking, machine learning, simulations, etc. will
be solved at a much larger scale. Additionally, certain problems that are be-
yond our reach, due to limitations of computational resources, can possibly be
addressed.

The magnitudes of the problems that will be attempted on exascale machines
will be so much larger that adhoc solutions, that may have sufficed in an earlier
time, are no longer admissible. We will be dealing with massive amounts of
concurrency. Implicit creations and manipulations of millions of threads will be
the norm. Lock-based management of threads, or even present-day notions of
transactional memories, seem inadequate for this challenge.

Structured management of concurrency will be the main theme of this talk.
Fast Fourier Transform or hypercubic sort algorithms admit well-structured
concurrent computations, and relatively simple algorithms for mapping compu-
tations to resources. At the other extreme, we will have to address irregularly
structured problems, such as discrete-event simulations and graph manipula-
tions, for which concurrency is dynamically discovered, and resources (and/or
computations) migrate as needed.

The talk will illustrate two different models of parallelism: (1) Powerlist, a
model for synchronous data parallel programming [3, 4], and (2) Orc, a model
for highly asynchronous light-weight thread creation and manipulation [1, 2].

The powerlist model of synchronous computations is based on a novel data
structure and its associated operations. Using traditional control structures
along with recursion, we show how to solve important synchronous parallel
algorithms, such as Fast Fourier Transform, routing and permutation, Batcher
sorting schemes, solutions of tridiagonal linear systems by odd-even reduction,
and prefix-sum algorithms. The inherent concurrency is completely exposed by
the underlying powerlist data structure.

Asynchronous computations have to go far beyond just a novel data struc-
ture. They include sequential computing as a special case, and, hence, all al-
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gorithmic problems. Today’s programming models are inadequate to efficiently
and explicitly: manage threads, assign threads to resources, specify data mi-
gration, or integrate concurrent and sequential computing. I will present an
algebraic approach, Orc, that embodies structured concurrency including hier-
archy and recursion, implicit thread creation and manipulation, and integration
of heterogeneous software modules.
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